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Abstract- Eccentric cementing status always occurs in the period 
of well completion in complex formation. Under this condition, 
buckling failure of casing has greater impact on normal 
production. According to adjacent balance criterion and higher 
differential equation, a determination method of buckling load 
for eccentric cementing casing was established. This avoids 
complex modeling and discretization processes when determining 
the critical buckling load of casing, and geometrical and physical 
parameters can directly be put in the formula of critical buckling 
load. There exists 8.3% relative error, comparing critical load 
from the formula with the result by using finite element method. 
That means the results are accurate. This method has the 
advantage of direct calculation and is easy for engineering 
applications without complex modeling and discretization 
processes. 
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I. INTRODUCTION 

Eccentric cementing means there appears eccentric 
annulus between the casing and borehole wall because the 
casing in the borehole is not centered. When cementing, the 
mud cannot be completely replaced by cement slurry. Part of 
cement sheath between wall and casing after the solidification 
of cement contacts with casing closely, and other part contacts 
with underground liquid. The state calls eccentric cementing 
status (Fig. 1), which often occurs in horizontal well section [1]. 
It is the condition that does not meet the requirements of 
cementing. This condition often appears in well completion of 
complex formation [2]. Obviously, eccentric cementing status 
lies in axis of casing. The casing and cement contact whit 
formation closely. On the ring of casing, only partially 
external circular surfaces of casing and cement contact with 
formation. Partially external circular surfaces of casing 
contacts with cement and formation, other meets with no 
borehole, annular space is full of formation liquid and mud. 
The load on casing is the hydrostatic pressure, which is the 
load of partially external circular surfaces by underground 
liquid (Fig. 2). The entire cement circle on the outer surface of 
casing could improve the collapsing strength [3]. The paper [4] ~ 

[8] studied the collapsing strength in common condition. In this 
paper, according to adjacent balance criterion, casing 
deformation of eccentric cementing status was studied and the 
analysis method for collapsing strength of eccentric cementing 
casing was confirmed by means of mathematical analysis 
solution [9]. And the example was shown. 

 

II. SIMPLIFICATION OF MECHANICAL MODEL FOR ECCENTRIC 

CEMENTING STATUS CASING 

Suppose there was considerable length for eccentric casing 
along axis (length of bare casing was beyond the range of 
constraint by cement), and it can be supposed as indefinite 
length. In order to simplify the issue, the physical dimensions 
of casing without cement were assumed: length as l  along 
axis (considerable length), circumference size was expressed 

by centre angle of casing middle surface. That is 02 . 

Because the size of bare casing along axis was big enough, 
there was no influence between constraint along axis and 
circle. When studying the buckling deformation of eccentric 
cementing status casing, take unit length of casing (ring) for 
study. The ring could be replaced by the circle in which 
average diameter of casing lay. Mechanical model was showed 
as Fig. 3. 

Fig. 2 Eccentric cementing mechanical model 
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III. RELATION BETWEEN THE DEFORMATION OF RING 

AND THE LOAD 

As shown in Fig. 3b: unit length of the ring, average radius 
(the radius of middle surface) a , wall thickness t . 

Since 1
a

t
, the casing was thin-walled. Dots (Fig. 4) were 

expressed with polar coordinates ( , )r  .  

Without deformation at ring, the geometrical relationship 
was: 

2 2

cos

sin

( ) ( )

x r

y r

z r a

ds rd







 
  
 

             （1） 

According to energy principle, under the load of 
hydrostatic pressure p , deformation appeared at the ring, and 
the equation between deformations of local fixed ring and load 

[10] was: 
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（2） 

In which: 

V 、W —Displacement component of middle surface of the 
ring along circumferential and radial, m; 

E —Modulus of elasticity of the ring, Pa; 

0A —Sectional area of the ring, m2; 

I —Moment of inertia of section relative to middle surface, 
m4. 

IV. BUCKLING ANALYSIS OF THE RING 

Under the axisymmetric load, for the entire load p , there 
were two types of shape for the stability of ring. One was 
circular stability balance; the other was noncircular stability 
balance. Obviously, from circular stability balance to 
noncircular stability balance, there must be a balance in the 
form of critical state, which the load was corresponding to was 

called critical load, written as crp . 

Assume circumferential and radial displacement 

component of circular stability balance as ( 00 ,WV ), and 

circumferential and radial displacement component of 

noncircular stability balance as ( wWvV  00 , ). 

Circular configuration and noncircular configuration both met 
Equation (2). In which ( wv  , ) was infinite small 
incremental. For configuration of circular stability balance, 
there was: 

0'
0

'
00  WVV                （3） 

Then, take ( WV , ) to configuration of noncircular 

stability balance, ( WV , ) could be showed as following. 








wWW

vV

0

             （4） 

Take Equation (3) and (4) to Equation (2), and ( wv  , ) 
was considered. Omit high order, we got: Fig. 4 Thin-walled dots 
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Due to symmetry: 

0

2

0 EA

pa
W                  （6） 

Take Equation (6) to Equation (5), the stability equation of 
local fixed ring impacted by hydrostatic pressure was 
obtained. 
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According to adjacent balance criterion[10], ( v , w ) in 
Equation (7) was circumferential and radial displacement 
increment of middle surface, which was from circular stability 
to noncircular stability of local fixed ring. Clearly, ( v , w ) 
was the function of centre angle   of ring. According to the 
feature of structure symmetry and load symmetry, and 
( v , w ) was the function of centre angle  , the function 
was the general solution for Equation (7), and it must meet the 
following boundary conditions. 
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Suppose ：
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Equation (7) can be rewritten as: 
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To Equation (7) and (10), analytic solutions can be 
obtained with high differential equation method. 

Assume: 
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Then: 
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Equation (10) can be rewritten as first-order equations. 
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That was 

0' AZZ                （14） 

In which A  was 
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Characteristic polynomial for Equation (14) 
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Characteristic value for Equation (16): 
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So that three equations were acquired as following. 
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Take 1,1,2 321  nnn , and the basic solution for 

Equation (18) was: 
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Suppose  1 2 3 4 1 2 3, , ,
T           , the 

relationship among , , ,     was 
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Take , , ,     to Equation (19), the expression of 

1 2 3, ,    can be obtained. 

The form of solution for Equation (14) was  
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Assume T)0,0,0,1( . Take T)0,0,1,0( , 
T)0,1,0,0( and T)1,0,0,0(  to )(t , and four linearly 

independent solutions )(ti were got. Then from Equation 

(11) 
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In which 1 2 3 4( , , , )TC c c c c , constant vector. So 
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（22）    

In which  

3 3

2 1

1
a a

a a
     

Equation (9) can be rewritten as  
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Equation (23) was nonhomogeneous linear system of 
differential equations. The proper vector corresponding to the 

proper value ( 1 i  , 2 i  ) of coefficient matrix 

0 1

1 0
A

 
 
 

 met the following equation. 

  0I A              （24） 

That is: 
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Solution vector corresponding to it was  
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So    1 2,1 , ,1
T T

i i    , and basic solutions for Equation 

(23) were 

 
i i

i i

ie ie

e e

 

 






 
  

 
          （29） 

Inverse of Equation (29) was 
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The form of general solution for nonhomogeneous linear 
system of differential equations (Equation (23)) was 
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What can be obtained according to the first and second 
term of Equation (8) was 
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So 
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（34） 
From Equation (32) 
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The expression for function ( )X s and ( )Y s  can be seen 
in Equation (22). 

What can be obtained according to the first and second 
term of Equation (8) was 
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Third-order equations consist of four constant 

coefficients 1 2 3 4, , ,c c c c : 
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Or be written as  
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What was obtained was the proportional relationship among 

the four coefficients. Firstly, make 4 1c  , so 1c and 3c  were 

acquired from the first and third equation. Then take them to 

the second equation, we got 2c . The expression of 
v

w

 
  

 

was acquired by taking them to Equation (32). 
On the basis of analysis, v and w  were the function 

of E , 0A , a , I , p and , it meant they were the function of 

1a , 2a , 3a and  in analyzing. Under the axial symmetry 

load, to make the ring be in critical state from circular stability 
balance to noncircular stability balance, there must have the 
following equations for all . 








0

0

w

v
               （38） 

Meanwhile, critical load crp  of buckling failure of ring 

was gained. 

V. EXAMPLES  

Finite element model of eccentric cementing status was 
showed in Fig. 5. 

 

Basic parameter of casing: grade of steel was N80; 
external diameter (D) was 139.7 and wall thickness was 7.72; 
modulus of elasticity was 216GPa; poisson’s ratio was 0.25. 
Stratum parameter: modulus of elasticity was 216GPa; 

Fig. 5 Element analysis model of structure
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poisson’s ratio was 0.3. angle of bare pipe 0  equaled to 

120º symmetrically. The load was external pressure p . 

Take the basic parameters above to the coefficients of 
Equation (7) and (9), we got: 

31085.69 a (m)； 6
0 1072.7 A (m2)；

11108342.3 I (m4)； 8713.79092
01  aEAa (Nm2)；

8052.02  EIa (Nm2)； pa 06985.03  (N/m2)。 

After taking 1a , 2a  3a and 0  to Equation (36), when 

given p  an initial value 0p , the first maximal value crp of p  

was 155.1 MPa through trial. 

Under the condition above, the hydrostatic pressure 

crp was 155.1 MPa when theoretical eccentric cementing 

appeared stability disruption. 

Finite element method: 

According to the physical model established with the 
parameter above, take plane182 for discretization to the 
structure. Make horizontal displacement of left and right side 
limited, as well as vertical displacement of underside. Casing 
would be affected by external pressure p . 

 

There existed no relative displacement between casing and 
layer. Finite element model could be seen in Fig. 5. There 
were 1780 elements and 2008 nodes in total.  

In Fig. 6a to 6c, structural deforming graphs were showed 
under the condition of external pressure 100MPa, 200MPa and 
300MPa. It can be seen from the graphs that both Fig. 6b and 
Fig. 6c were in unstable state. The relationship between radial 
displacement and external pressure on the peak of casing was 
given by Fig. 7, from which the break of displacement 
appeared when external pressure was 168MPa. That was to 
say, critical pressure was 168Mpa when it was unstable. 

 

Compare finite element results with theoretical results, 

error of calculation was: 168 155.1
8.3%

155.1


 . Theoretical results 

were close to finite element results. And the accuracy of 
theoretical analysis was validated. 

VI. CONCLUSION 

The method, buckling analysis of eccentric cementing 
status casing, is an easy and valid way for the study of 
collapse resistance. It is not as complex as the physical finite 
element modeling process, but the stable load can be acquired 
by directly entering the relevant parameters. For the 
convenience of calculation, accuracy and convenience for 
engineering applications, it is easy for theory to be applied to 
engineering project. 
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Fig. 7 Radial displacement 
vs. pressure of casing at acme 

（a）100M           （b）200MPa      （c）300MPa 
 

Fig. 6 Deflection of eccentric cementing casing 
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Abstract- In this research a pseudo-homogeneous two-
dimensional model was proposed to describe the dynamic 
behavior of a fixed-bed pilot-plant hydrodesulphurization 
reactor. The catalyst pellet used in this reactor was Co-Mo/Al2O3. 
At first, using the experimental data, a power law kinetic model 
was developed for hydrodesulphurization reaction. Then a 
pseudo-homogeneous two-dimensional dynamic model was 
proposed to describe the concentration profile in the reactor bed. 
The simulation obtained with the proposed dynamic model 
showed good agreement with experimental data and the sulfur 
concentration error in the reactor outlet was 3.8 percent 
compared to the experimental data. Two dimension modeling 
revealed that the radial variation of sulfur concentration is more 
in the reactor inlet than the outlet, but in general the 
concentration profile can be considered in one dimension. 
Unsteady reactor modeling showed that the transition time was 
higher in the reactor outlet and estimated to be 11667 seconds. 

Keywords- Hydrotreating reactor, Dynamic Modeling, Two 
Dimension  

I. INTRODUCTION 

Hydrodesulphurization (HDS) is an important process in 
oil industry. The HDS process is essential to obtain fuels with 
improved quality and low polluting compounds and it is 
usually conducted in a fixed-bed catalytic reactor either in 
single gas-phase flow or two phases (gas and liquid) [1-3] and 
usually a trickle-flow regime may occur. In the trickle flow 
regime, the liquid reactant flows downward through the 
reactor in the form of thin laminar film droplets around the 
solid catalyst [4-6]. Modeling and simulation are commonly 
applied in the design, performance analysis, optimization, and 
scale-up of HDS reactors. More papers in modeling and 
simulation are in steady state but reliable three-phase reactor 
modeling and simulation should be based on dynamic 
heterogeneous models, which can be used not only for scale-
up, start-up and operability studies, but also to obtain a 
meaningful continuity path to the steady state of the reactor, 
since dynamic models provide a realistic description of the 
transient states of three-phase reactors [7, 8]. The study of the 
dynamic behavior of the three phase reactor also helps 
designing the best control system in order to obtain a safe, 
efficient and profitable operation. Although the dynamic 
models are more complicated to formulate and to solve, they 
should be preferred over steady-state models because the 
numerical solution strategy of dynamic models is more robust 
than the solution of steady-state models [9-12].  

Numerous papers have been published on steady state 
modeling of hydrotreating reactors. However, studies on 
dynamic modeling of such reactors are reported less in the 
open literature among which the two dimensional models are 
rarely reported. Julcour et. al.[13] investigated the dynamic of 
the three phase up-flow fixed bed reactor using a non-
isothermal heterogeneous model. They compared a simplified 

model with an extended one and concluded that the diffusion 
of hydrocarbons is not limiting agent so that the simplified 
model predicts accurately the reactor transient behavior. 
Hastaoglue and Jibril[12] modeled the transient gas-solid 
reactions in a fixed-bed reactor and applied to HDS reaction 
with the Langmuir-Hinshelwood mechanism. They validated 
the model through a comparison of experimental data from 
naphtha HDS pilot plant. Mederos et. al[14] investigated a 
dynamic heterogeneous one-dimensional model of trickle-bed 
hydrotreating reactor. They considered the 
hydrodesulphurization, hydrodenitrogenation and 
hydrodearomatization reactions and axial changes in 
concentration, partial pressure and temperature profiles were 
obtained with time. Chen and Ring[15] considered a pseudo 
homogeneous two dimensional reactor model of a fixed-bed 
hydrotreater and studied concentration and temperature 
profiles. Their model considered the heat conduction in the 
thermowell to predict the temperature difference between the 
thermowell and the catalytic bed. They concluded that if this 
difference is too high and ignored, could cause errors in the 
interpretation of pilot plant data. Mederos and Ancheyta [2] 
developed a dynamic heterogeneous one-dimensional model 
to predict the behavior of trickle-bed hydrotreating reactor 
with co-current and counter-current operation. They 
concluded that counter-current mode can have great potential 
to be used for deep hydrodesulfurization of oil fractions since 
it minimizes the inhibiting effect of some products in reactor 
zones where these species tend to concentrate in concurrent 
operation.    

This paper reports experimental work and simulation 
results on the steady-state and dynamic behavior of a fixed-
bed pilot-plant HDS reactor. 

II. EXPERIMENTAL SECTION 

The experiments were done in an isothermal pilot-plant 
reactor. The schematic diagram of the pilot plant setup is 
shown in fig. 1. 

  

Fig 1. Schematic diagram of the pilot plant setup 
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 The unit has been operated at temperature range of 340-
380 ºC and pressure range of 48-60 bar. Feed volumetric flow 

rate was 60-260 
య


. The reactor length and internal diameter 

were 200 and 1.9 cm respectively and the catalytic bed length 
was 35 cm which was filled with CoMo/ ଶܱଷܮܣ  catalyst. 
Above and below catalyst bed were packed with glass beads 
to provide a uniform gas and liquid flow.  
Hydrodesulfurization unit needs two different kinds of feeds. 
One for activation that consists of Dimethyl disulfide, 
hydrogen sulfide and carbon disulfide and other is used for 
separation of sulfur.  

III. MATHEMATICAL MODEL 

The reactor which has been used in pilot plant was 
operated isothermally. In this research we considered a 
pseudo-homogeneous two-dimensional model with axial 
convective and radial dispersion of mass. The dynamic mass 
balance equation in the catalyst bed is   
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Where i=S, N, A 

For catalyst pellets: 
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Where i=S, H2S, H2 

Using Eq. 2, the effectiveness factor can be calculated with 
the following equation: 
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                         (3) 

It was assumed that all holes of catalyst pellet were filled 
with liquid. 

A. Model initial and boundary conditions and solution 

For steady state and dynamic modeling it is necessary to 
define initial and boundary conditions. The initial and 
boundary conditions for liquid and solid phases are 
summarized in tables 1 and 2 respectively. 

TABLE 1 INITIAL CONDITIONS 

Solid phase  Liquid phase  Condition  

ܥ
 ൌ ሺܥ

ሻ  
z=0 

0≤r≤R 
0<z<ܮ 
0≤r≤R  
z=ܮB 

0≤r≤R  

TABLE 2 BOUNDRY CONDITIONS 

Solid phase  Liquid phase  condition  

z=0 
0≤r≤R  

-  
z=ܮB 

0≤r≤R  

-  
r=0 

0<z<ܮB 

-  
r=R 

0<z<ܮB 

The numerical method chosen to solve the developed 
partial differential equations is orthogonal collocation method, 

a type of weight residual method (WRM) for elliptic PDE 
with two spatial domains. The orthogonal collocation is 
applied on both domains to yield a set of algebraic equations 
[16-18]. 

IV. RESULTS  
A. Kinetics Evaluation 

The following power law rate equations were considered 
for sulfur conversion although other expressions are available: 

HDSݎ ൌ kCS
୬                                          (4) 

݇ ൌ ݇exp ሺ
ିா

ோ்
ሻ                                     (5) 

In which three kinetics parameters ( ݇ , E, n) were 
unknown and to calculate them two basic assumptions were 
considered: 

1. Isothermal reactor 
2. Plug flow regime 

Equation 4 can be written as:  
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                             (6)              

Were Cf and CP  are sulfur concentration at reactor inlet 
and outlet respectively. 

Kinetics parameters were obtained using Eq. 6 and fitting 
experimental data where the following kinetics equation was 
obtained with linear regression of 98.7 percent: 

HDSݎ ൌ 64402.1 exp ቀ
ିଽଶ.

ோ்
ቁ CS

ଵ.ସ                       (7)              

B. Steady State Results   
The reactor governing equations have to be solved 

simultaneously to obtain sulfur axial concentration profile. Fig. 
2 shows how sulfur concentration decreases in the liquid 
phase through the reactor.  

 

Fig 2. Sulfur axial concentration profile in liquid phase (feed rate: 140 cc/hr , 
P=50 bars inlet temperature=632.15 K) 

The results reveal that there exists good agreement with 
experimental data and the sulfur concentration error in the 
reactor outlet was 3.8 percent compared to the experimental 
data and conversion was 99 percent. The partial pressure of 
H2S in gas phase increases smoothly along the reactor bed as 
shown in Fig 3. But the H2S concentration at the liquid phase 
increases and then decreases (Fig. 4). This phenomenon can 
be interpreted by mass transfer resistances. When the H2S 
concentration in the liquid phase increases, the driving force 
of mass transfer from liquid to gas phase increases 
accordingly. This decreases the H2S concentration in liquid 
phase.   
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Fig 3. Partial pressure of H2S in gas phase 

 

Fig 4. H2S concentration profile in liquid phase 

Radial sulfur concentration profiles were obtained at 
various axial sections of the reactor (Fig.5). Note that the 
radial variation of sulfur concentration decrease when 
approach the end of reactor.  

 

 

 

 

Fig 5. Sulfur radial concentration profile in liquid phase at various bed 
sections (feed rate: 140 cc/hr , P=50 bars, inlet temperature=632.15 K , 

A=0.25 Z, B=0.5 Z, C=0.75 Z, D=Z) 

C.  Dynamic Simulation 

Figure 6 shows the variation of sulfur concentration at 
initial part of the catalytic bed (8.75 cm) and also at the 
reactor outlet with time. It was observed that the transition 
time was higher in the reactor outlet and estimated to be 
11667 seconds 

 
Fig 6. Sulfur concentration at 8.75 cm and the reactor outlet as a function of 

time (Feed rate: 140 cc/hr, P=50 bars inlet temperature=632.15 K, Dimension 

time is 
௧

ఌ
ߝ ,  ൌ 0.08) 

V. CONCLUSIONS 

A mathematical reactor model has been developed to 
numerically simulate the steady-state and dynamic behavior of 
a pilot-plant hydrotreater. The pilot plant reactor has been 
operated isothermally. Simulation results revealed suitable 
agreement with the pilot-plant experimental data. Simulation 
results indicated that the axial sulfur concentration decreases 
in the liquid phase while the hydrogen sulfide partial pressure 
increases smoothly in the gas phase. Hydrogen sulfide 
concentration in the liquid phase increases first and then 
decreases. The reason of this behavior can be interpreted by 
mass transfer driving force from liquid to gas phase which 
increases when the H2S Concentration in liquid phase 
increases. Two dimension modeling result indicated that there 
is not much radial concentration variation and one 
dimensional approach can be considered. Dynamic simulation 
results proved that the transition time to steady state increases 
when reach to the reactor outlet. 

Nomenclature 

= Molar concentration of component i in the liquid phase, 

ሺ
ࡹ

 ሻ  
 ࡸ

,
࢙ = Molar concentration of component i inside the solid 

filled with liquid phase, ሺ
ࡹ

 ሻ 

 Catalyst particle diameter, m =ࢊ
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,ࢋࡰ
ࡸ = Effective diffusivity of component i inside a porous 

catalyst, ሺ


࢙
ሻ 

܉ࡰ
Mass axial dispersion coefficient of liquid phase, ሺ =ۺ



࢙
ሻ 

ܚࡰ
Mass radial dispersion coefficient of liquid phase, ሺ =ۺ



࢙
ሻ 

 Apparent reaction rate constant =ࢇࡷ
 
LHSV=  Liquid hourly space velocity, (ି࢘ࢎ) 
 
 
n= Reaction Order 
 
P= Reactor Pressure, (MPa) 

 

r= Radial reactor coordinate, (m) 

 Radius of particle, (m) =ࡼ࢘

࢘
 Rate of reaction j per unit of catalyst mass in the liquid=ࡸ′

phase, 
ࡹ

ࡿ.࢙ࢍࡷ
 

t= Time, s 

 Dimensionless Time =′࢚

z= Axial reactor coordinate, m 

Greek Letters 

Є= Catalyst bed void fraction or catalyst bed porosity 

Єࡿ= Catalyst particle porosity 

 ,Catalyst bulk (or bed) density =۰࣋
ࢍࡷ

 ܕ

 ,Density at process conditions of f phase =࣋
ࢍࡷ

 ܕ

ࣁ
 Catalyst effectiveness factor of reaction j in the liquid =ࡸ

phase 

Subscripts 

App= Apparent 

 B= Referred to reactor catalytic bed 

f=  Phase (gas, liquid or solid) 

 = Molecular hydrogenࡴ

 Hydrogen sulfide =ࡿࡴ

L= Liquid phase 

S= solid phase, inside catalyst pellet 
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Abstract- The present study applied the ecotoxicity assessment 
through of a battery of bioassays used to determine toxicity 
potential in a tropical wetland impacted for oil waste industry. 
The bioassays applied were Microtox®, Eisenia foetida, Glycine 
max and Triticum aestivum. The total petroleum hydrocarbons 
(TPH) in soil was varied to 200,000 mg kg-1. The PAHs between 
compounds detected was the benzo(a)pyrene (B(a)P). The results 
of bioassays showed a higher potential toxicity obtained in the 
zone 2 and 4 respect to control zone (p<0.001). The results from 
the MANOVA analysis, determined the zone 2 with the bigger 
ecotoxicity potential regarding to others zones. The results 
showed a gradient of sensitivity soil toxicity as follows: 
Microtox® > Eisenia foetida > Glycine max > Triticum aestivum 
(p < 0.05). In case of both values, LC50 and EC 50 for (B(a)P) the 
best relationship (r ≈  0.9, P<0.05) was obtained with phytoassays 
with G. max and T. aestivum.  

Keywords- Ecotoxicity; TPH; PAH; B(a)P; Oil Waste; 
Bioassays; Wetland; Phytoassays; Tropical Wetland 

I. INTRODUCTION 

Wetlands are critically important wild life habitats, often 
serving as breeding grounds for a wide variety of animal life. 
Wetlands recharge groundwater supplies and moderate stream 
flow by providing water to streams. Wetland vegetation and 
microorganis ms also use excess nutrients for growth that can 
otherwise pollute surface water, such as nitrogen and 
phosphorus from fertilizers (US EPA, 2006).  

Pollution, especially near urban areas or industrial, remains 
a serious threat to ecosystems. Fortunately, some countries 
have enacted special laws to p rotect wetlands, but much 
diligence is needed to that these protective measures are 
actively enforced. Since there is an absence of regulatory 
framework in Mexico  to set toxicity test in order to promote 
environmental protection, remediation or eco logical 
restoration, we used a set of bioassays to assess Mexican 
wetland which has been impacted by weathered waste oil. 

Bioassays provide important information for the 
assessment of pollutant effects of chemicals or environmental 
samples. In contrast to chemical analyses, they also detect 
effects of multip le contaminants and metabolites 
(Eisentraeger et al., 2005). The use of a set of tests on species 
at different levels of biological o rganizat ion and of biological 
approaches to complement physico-chemical analyses has 
been recommended for a refined evaluation of environmental 
risk. 

Terrestrial plant and invertebrate (earthworm, collembola) 
tests have been selected on the basis of their ability to 
measure chemical toxicity to ecologically relevant test species 
during chronic assays which include at least one reproductive 
component among the measured endpoints (Eom et al., 2007). 

Between pollutants of concern, we can identify total 
petroleum hydrocarbons (TPH), including polycyclic aromatic 
hydrocarbons (PAH). These compounds are residues from 
combustion, coke production, petroleum refin ing, and other 
high-temperature industrial processes (Bispo et al., 1999). 

II. MATERIALS AND METHODS 

A. Methods for Soil Sampling 
Soil samples contaminated with hydrocarbons were taken  

from a tropical wetland (total area = 72 km2) located in the 
east central part of Mexico, between 17°10' and 22°38' N and 
between 93°55' and 98°38' W. Samples were taken from the 
top 50 cm soil layer (US EPA, 1998), as hydrophobic 
compounds are usually adsorbed (Riser-Roberts, 1998). Due 
to the presence of petroleum industry, the study area received 
irregular and uncontrolled disposal of waste oil for more than 
5 decades. The study area was divided in four contaminated 
zones (Z) and one zone considered as control zone (Figure 1), 
according to previous studies that reported different levels of 
contamination (Uribe-Hernández et  al, 2004), having the 
control zone the lowest levels of total petroleum hydrocarbons 
(TPH) and none of the 16 EPA priority polyaromatic 
hydrocarbons (PAH). A total of 30 samples were taken per 
zone. The results show the mean value of triplicate samples. 

 
Figure 1 Wetland in Veracruz, Mexico. The aerial photo, scale: 1:5,000, 

shows the four zones of the study area. Between 17°10’ and 22°38’ North and 
between 93°55’ and 98°38’ West. 17°10’and 22°38’ North 

B. Methods For Hydrocarbon Analyses 
Soil ext ract was obtained as follows: 50 g of soil was 

placed into an Erlenmeyer flask in addition to 1 g of 
anhydrous sodium sulphate (Sigma Aldrich®, Houston, TX, 
USA) and 50 ml dichloromethane (Merck, Bedford, MA, 
USA), stirring for 30 min, leav ing it to rest for approximately  

mailto:ruribe@imp.mx
http://www.google.com.mx/search?hl=es&sa=X&oi=spell&resnum=0&ct=result&cd=1&q=anhydro+sodium+sulphate&spell=1
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45 min, and filtering through fiberg lass (Coatings Inc., 
Buffalo, NY, USA) to obtain the pure ext ract, finally covering 
hermet ically to avoid evaporation of the solvent.  

1) Total Petroleum Hydrocarbons:  
Duplicate samples (40 g wet wt) o f oily soils from each  

treatment were taken on each zone for determinations of TPH. 
Methylene chloride solvent was used in the Soxhlet ext raction. 
The solvent extract was treated with silica gel to remove polar 
compounds and analysed by an infrared (IR) analyser 
(Perkin-Elmer) according to EPA Method 418.1 as TPH-IR. 
The calibration standard used in the TPH-IR method was 25% 
(v/v) n-hexadecane, 37.5% (v/v) isooctane, and 37.5% (v/v) 
chlorobenzene; absorption was measured in the IR spectral 
range of 3400–3500 cm-1 (USEPA, 1979). TPH analysis was 
performed using the EPA 418.1 method, with a detection limit  
(dry base) of 68.8 mg kg-1. Th is method was used only for 
hydrocarbon contamination screening. 

2)  Polycyclic Aromatic Hydrocarbons:  
Polycyclic compounds (two-, three-, and, four-, and 

five-ring PAH) were ext racted using sonication and 
methylene chlo ride from 2 g of soil according to EPA Method 
3550 and analysed by a direct in jection GC/MS determination 
based on EPA Method 8270 (USEPA, 1988).The detection 
limit  for each hydrocarbon is listed in Table 1. 

TABLE I AVERAGE TPH AND PAH MEASURED IN THE SOIL OF THE 
WETLAND 

Zone 
TPH 
(mg 
kg-1) 

PAH (mg kg-1) 

Phenanthrene Anthracene Fluorene 
Benzo(a) 

Anthracene B(a)P 

Z1 10,904 
±1,312 

6.32 
±1.02 

1.51 
±0.11 DLc 4.1 ±0.24 1.22 

±0.12 

Z2 780,000 
±63,000 

37.71 
±9.38 <DLb 9.03 

±1.23 DLd 2.03 
±0.22 

Z3 
298,000 

±28, 
022 

<DLa 3.92 
±0.98 

DLc DLd 1.29 
±0.23 

Z4 19,117 
±1,107 

2.63 
±0.23 

1.08 
±0.97 DLc DLd 2.89 

±0.11 

Control 
105 ± 

11 <DLa <DLb DLc DLd DLe 

DL= Detection limit (mg kg-1) a0.002, b0.007, c0.065, d0.067, e0.06. 

C. Bioassays 
To determine toxicity potential, bioassays were carried out 

at two levels of response; the first instance consisted of 
calculating the lethal toxicity (LC50). In the second approach, 
we determined the sublethal toxic effects to obtain the 
effective concentration (EC50 and EC1), with the latter used to 
determine clean up levels. 

The bioassays for toxicity were selected taking into 
account the ecologic n iche for biologic group. Glycine max  in  
addition to Triticum aestivum as plants in phytoassay analysis, 
Eisenia foetida as a mesofauna representative species, and 
Microtox® as microbio logical b ioassay. All tests were carried 
out in triplicate and results are the mean value. 

Germination tests are important for soil evaluation 
because the toxic effects are observed by the inhibition or 
promotion of the seed and root, and, at later t imes, the growth 
process. For germination, cert ified seeds provided by the 
Productora Nacional de Semilla [National Producer o f Seeds], 
Mexico, were used. Test conditions followed the guidelines of 
OECD (1984) and ISO (2003b) for T. aestivum and G. max  in  
triplicate. Test temperature was kept at 22 ± 1 °C, exposure 

time was 5 days, and the test volume was 15 ml (Petri dish 
diameter, 40 mm), using a light cycle of 16 h light/8 h dark 
(light 9000 lx). When 65% of the seeds from the negative test 
were germinated, the number of germinated seeds in each 
TPH extracts dilutions (0, 3.125, 6.25, 12.5, 25, 50, and 
100%), were counted if their root was > 5 mm. 2- 
chloroacetamide (35 mg/ l) was used as a positive control and 
distilled  water as a negative control. The germination test was 
maintained within an environmental test chamber at a 
controlled temperature (23/15 °C day/night) and a 16:8 h  
(light: dark) photoperiod. A total of 10 seeds were exposed 
per dish. Dose-response curves were obtained to determine 
the lethal concentration 50 (LC50) of the toxicant at d ifferent 
concentrations. 

The phytotoxicity test to evaluate Triticum aestivum and 
Glycine max length was performed as fo llows. After the 
germination test, we transplanted each plant into agrolita (10 
g) containing the TPH extracts (0, 3.125, 6.25, 12.5, 25, 50, 
and 100% from soil extract). The 16:8 h light: dark 
photoperiod was maintained, using cultivation lamps Philips 
SON/T Plus (400 W). All rep licates were randomized for the 
position that they occupied. Testing time lasted 21 and 14 
days for Glycine max and Triticum aestivum, respectively, to 
leave enough time for the first foliar primordia growth (US 
EPA, 1996). After the TPH exposure period had ended, 
biomass, in addition to the stem and root length, was 
measured in  trip licate. The half maximal effect ive 
concentration (EC50) was calculated for TPH, and the 
dose-response curve was obtained. In order to calcu late the 
effective concentration (EC1 and EC50) for B(a)P for both G. 
max and T. aestivum, a dose-response curve was calculated 
using the dilutions mentioned above. 

For the acute toxicity test (96 h) using E. foetida, 
organisms were acclimated before the bioassay took place. 
The lab conditions were established according to the ISO 
11268 method (ISO, 2003a). The test was performed using the 
dilution ext racts at 0, 3.125, 6.25, 12.5, 25, 50, and 100% with 
three replicates for each treatment. Placing Whatman cellulose 
paper disks No. 1 inside a Petri dish (9-cm diameter), 1 ml of 
the soil ext ract was distributed homogeneously on the paper, 
evaporating the solvent during 10 min. Then, 1 ml distilled 
water and 0.5 ml dimethyl sulfoxide at 1% were added as a 
vehicle for the assimilation o f the toxicant. For the positive (+) 
and negative (-) tests, 1 ml dich loromethane and distilled 
water were added, respectively. A total of 10 organis ms were 
exposed per dish. Dose-response curves were obtained to 
determine the lethal concentration 50 (LC50) of the toxicant at  
different concentrations. 

Microtox® was the method used for the bacterial toxicity  
evaluation.). The bioluminescence reduction on Vibrio 
fischeri was measured with a photomultiplier coupled to a 
light sensor and toxicity results are expressed as EC50 at a 
given time (Anzur, 1998). Soil toxicity was determined by 
analyzing elutriates from the contaminated soils, which were 
obtained with 1 g soil in 5 ml of a 35% NaCl solution, and 
making an ext raction (at  25°C) by u ltrasound (Cole-Parmer 
mod 8845-40, Vernon Hills, IL, USA) for 15 min (EPA 
3552C method) (US EPA, 2000). The sample was filtered 
using membrane filters of 45-µm pore, and toxicity was 
analyzed during 5 and 15 min, by measuring the light emitted 
by bacteria, in comparison with a negative control. Toxicity 
was expressed as “Toxic Units, TU”, where TU = 100/EC50.  

D.  Statistical Analysis 
Probit regression analysis was used to fit and determine 

the dose-response curve to calculate the lethal concentration 
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50 (LC50) and effect ive concentrations 1 and 50 (EC1 and 
EC50, respectively). For each bioassay, one-way ANOVA was 
calculated to determine if there were statistically significant 
differences in the observed responses among the four zones 
and the control zone and to analyze if the answer was related 
to the degree of contamination in each area. MANOVA were 
performed for all the bioassays and their endpoints, together 
with the hydrocarbon chemical analyses, performing mult iple 
post hoc tests by Tukey Honestly Significant Difference test. 
All statistical analyses were performed using the software 
SPSS® V.10. 

III. RESULTS AND DISCUSSION 

The results of the TPH and PAH levels are shown on 
Table 1. The highest level of TPH was found in Z2, followed 
by Z3; and Z1 and Z4 were relat ively similar with the lowest 
levels. Although the control sample was not completely free 
of hydrocarbons, it had the lowest TPH level (105 mg kg-1) 
and it had none of the 16 priority PAH. The rest of the priority 
PAH, not included on Table 1, were not detected in any of the 
zones or the control one.  

In an average of 622 soil samples, TPH fractions 
contained 21.75 ± 16.12% saturated hydrocarbons, 32 ± 23% 
aromat ic hydrocarbons, and 46.25 ± 28.28% asphaltenes. 
From the 16 EPA priority PAH analyzed, benzo(a)pyrene 
(B(a)P) exceeded the maximum permissible limit (2 mg kg-1) 
in soil accord ing to the Mexican Regulation (DOF, 2005). 
This difference in values could be an important reason for the 
big difference in  bioassay responses (both lethal and sublethal) 
among the different zones, as will be described below. 

In the case of the lethal test with soybean (Glycine max), 
the highest lethality (42%) was obtained in Z2, with 
significant differences (p < 0.05) as compared to control. 
Samples that showed the lowest germination (50%) came 
from Z2 as well. The Z2 was the most toxic due to the h igh 
TPH levels (LC50 = 17.8 mg kg-1), followed by  Z4 and Z1 
(Table 2). The toxicological g radient was as follows: Z2 > Z4 > 
Z1 > Z3.  

TABLE II INHIBITION OF GERMINATION (%) AND LC50 FOR G. MAX 
AND T. AESTIVUM 

Zone 

Maximal 
inhibition 
of G. max 

germinatio
n (%) 

Maximal 
inhibition of 
T. aestivum 
germination 

(%) 

LC50 for 
G. max 

(mg kg-1 

TPH) 

LC50 for T. 
aestivum (mg 

kg-1 TPH) 

Z1 39 31 518.3* 44.51 
Z2 77* 63* 17.8* 3.56 
Z3 38 30 NE 2072.12* 
Z4 36 62 66.5* 7.48 

Contro
l 3 5 NA NA 

NE =No biological effect was observed in samples from Z3. 

*Significant difference (p < 0.005). NA=Not applicable. 

T. aestivum germination showed a similar pattern to that 
of G. max (Table 2). The highest toxicity was reg istered in Z2 
with  an LC50 = 3.56 mg kg-1 TPH. The gradient o f toxic 
potential was also consistent with the results obtained with 
soybean. Results of T. aestivum germination using the dilution 
of soil ext racts 0, 3.125, (6.25, 12.5, 25, 50, and 100%) 
showed the same significant difference (p < 0.001) between 
the control and the samples from zones. A dose-response 
curve using the above dilutions was performed, from which 
the inhibit ion of germination was obtained. Tab le 2 shows the 
maximal inhibit ion of germination and LC50 for both plants. 

In addition to the germination test, stem and root length 
(Table 3) was reg istered as an indirect measurement of the 
plant growth (Gomot-De Vaufleury, 2000). Considering this 
growth, there was significant difference (p <0.05) between 
control and Z1 and significant difference (p = 0.0017) among 
control, Z2, and Z4.  

TABLE III STEM AND ROOT LENGTH IN ADDITION TO PLANT 
BIOMASS FOR G. MAX AND T. AESTIVUM 

Zone 

Stem 
length 
(cm) 

for G. 
max 

Stem 
length 

(cm) for 
T. 

aestivu
m 

Root 
length(
cm) for 
G. max 

Root 
length
(cm) 
for T. 
aestiv
um 

Biom
ass G. 
max 

Biomas
s T. 

aestivu
m 

Z1 6.1 9.7 2.6 16.5 0.36 0.09 
Z2 6.2 7.8 4.1 2.6 0.43 0.04 
Z3 5.0 6.7 5.4 11.8 0.74 0.09 
Z4 8.5 6.8 3.9 12.5 0.58 0.08 

Contr
ol 

16.4 12.7 6.5 16.6 1.05 0.12 

An important aspect to deal with when assessing different 
toxicant’s answers is the different sensitivity associated with 
the type of toxicant, which implies also different mechanisms 
of toxicity. Such is the case of germination inhibit ion by both 
TPH and PAH, their phytotoxicity is frequently associated 
with a blockade of seed imbibitions, referred as narcosis, 
which causes a lack of root emergency in the seed 
(Besalatpour et al., 2008). However, both root length and stem 
growth have more to do with PAH than with TPH, possibly 
due to endocrine disruption caused by these aromatic 
compounds. 

Results obtained at the first level of response (lethal) using 
Eisenia foetida showed statistical differences among zones (p 
< 0.05). At the second level of response (sublethal), Z2 
showed an elevated mortality (83%), whereas in  Z1, 50% of 
the organisms died. In the rest of the organisms, only a 
decrease in mobility was observed. In Z3 and Z4, the highest 
mortality of E. foetida (40%) occurred during the bioassay 
using the soil extract from Z3. In Z4, 10% mortality was 
measured. Using the dose-response curve to obtain LC50 for E. 
foetida, the highest toxicity was observed in Z2, with an 
LC50= 310 mg kg-1 TPH. The toxico logical gradient was as 
follows: Z2 > Z1 > Z3 > Z4. In Z2, the EC1 = 0.047 mg kg-1 
and 0.17 mg kg-1 in Z4. 

The toxicity values obtained with Microtox® were the 
highest in Z4, followed by Z2 and Z1. Toxic Units (TU= 
100/EC50) exceed the Microtox scale for toxicity (over 4500 
TU; Eom et al., 2007) for Z4 (Figure 2). 

 
0= Not  detected 

Figure 2 Mean Toxic units at 15 min obtained with Microtox® 
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Using the results from the sublethal response, the 
threshold level was calcu lated. This level, which  is equivalent 
to EC1, represents the lowest dose of a chemical at which a 
specified measurable effect for wetland biota is observed and, 
below it, no effect can be observed.  

Sublethal results of plant length and biomass of G. max  
and Triticum aestivum using soil extract and Microtox® 
results suggest consistently that Z4 is the zone with the 
greatest relation in the dose-response curve (Table 4).  

TABLE IV TPH EFFECTIVE CONCENTRATION (MG KG-1) FOR 
PLANTS AND MICROTOX® 

Zone 
Equation EC1 EC50 

Glycine max 

Z4-SL y = -1.8229x + 16.755, r = 0.94 12600.2 15901.5 

Z4- RL y = -0.4869x + 7.1526, r = 0.88 5450.3 10359.2 

Z4-B y = -0.0761x + 0.9897, r = 0.69 843.9 5922.2 

 Triticum aestivum 
Z2-SL y = -1.496x + 15.029, r = 0.78 33515.4 42759.0 

Z2-RL y = -1.755x + 20.482, r = 0.64 45623.1 55628.2 

Z2-B y = -0.0122x + 0.177, r=0.60 2.6 11370.9 

 Microtox ® 

Z2 Logy= 0.8583xLog +1.526, r=0.93 1.6 3.0 

Z4 Logy= 0.7239xLog +2.183, r=0.73 2.1 126.6 

SL = Stem length, RL = Root length, B = Biomass. 

When performing the MANOVA test (Table 5) using as 
dependent variables the LC50, EC50 and EC1, and as variation 
factors the study areas and toxicity bioassays, we observed the 
following gradient of toxicity for the studied areas: Z2> Z4> 
Z3> Z1> ZC, being the control zone the least toxic (F4, 20 = 
20.1, p <0.001). Th is battery of tests and evaluated responses 
confirmed  Z2 with the highest toxic potential in terms o f both 
PAH and TPH and for both lethal (LC50 F4, 40 = 2.7, p = 0.01) 
and sublethal responses (EC1 = 16.89 with F 4.40, p = 0.004).  

TABLE V MANOVA RESULTS 

Source Dependent 
Variable df Mean Square F Significance 

Model LC50 a 8 2027.892 2.827 .017 

 EC1root b 8 398901870.301 4.988 .000 

 EC1biomass c 8 1790938177.457 11.802 .000 

 EC1stem d 8 425806569.171 20.195 .000 

Zone LC50 4 1936.769 2.700 .048 

 EC1root 4 192438345.532 2.406 .070 

 EC1biomass 4 719808552.139 4.744 .004 

 EC1stem 4 356156540.974 16.892 .000 

Bioassay LC50 3 985.777 1.374 .268 

 EC1root 3 572695666.268 7.161 .001 

 EC1biomass 3 1596897022.264 10.524 .000 

 EC1stem 3 187060331.287 8.872 .000 

Error LC50 32 717.221   

 EC1root 32 79969080.559   

 EC1biomass 32 151742550.271   

 EC1stem 32 21084363.062   

Total LC50 40    

 EC1root 40    

 EC1biomass 40    

 EC1stem 40    

a r2= 0.41 (adjusted r2= 0.26), b r2= 0.55 (adjusted r2=0 .44), c r2= 0.74 
(adjusted r2=0.68), d r2=0.83 (adjusted r2= 0.79) 

Regarding the sensitivity of the bioassay, Microtox® test 
is more sensitive, followed by E. foetida, G. max, and finally  
the least sensitive was T. aestivum (p <0.001).  

Bioassays using organisms with d ifferent ecologic niche 
by biologic group have proven to be efficient tools for the 
detection of acute and subchronic toxicity and bioavailability, 
although they do not evaluate the medium and long term 
effects. However, in this case, bioassays with different 
exposure ways were used to determine toxicity potential 
because they all have different sensitivity to soil toxicity. The 
difference in sensitivity to hydrocarbons (TPH and PAH) is 
determined mainly  by two  factors, firstly the type of pollutant 
and the type of organism, based on bioconcentration, 
biotransformation, and the extent of damage, and secondly the 
ability to recover from it. 

Thus, the toxicity levels would be a function of the soil 
composition of wet land, because all these organisms have a 
close interaction with the soil as substrate for their lifestyle. V. 
fisheri due to the direct exchange of gases and materials 
through the bacterial cell membrane, E. foetida through the 
soft skin of the digestive tract, and stem and root length of G. 
max and T. aestivium (Hubalék et al., 2007).  

Using the results from the MANOVA analysis, and taking  
into account all of the bioassays and their endpoints, together 
with the hydrocarbon chemical analyses, we arrived at 
decisions regarding the toxicity potential depending on 
ecologic niche by biologic g roup.  

Despite high sensitivity, results for microbial trophic level 
(Microtox®) and primary consumers (E. foetida) were not 
significant (p <0.05) to determine toxicity potential. However, 
for primary producers level, there were significant differences, 
therefore considering the bioassays with wheat (T. aestivum), 
with h igher sensitive, the level of toxic potential was 3,081.68 
mg kg-1 TPH (p = 0.013), whereas in the case of soybean (G. 
max), the determined value was 1,376.58 mg kg-1 TPH (p  
<0.001).  

From the 16 EPA priority PAH analyzed, B(a)P was the 
only that exceeded the maximum permissible limit  according 
to the Mexican  Regulat ion. Based on the importance of p lants 
as primary producers, they were selected to conduct the 
assessment of soil (sublethal concentrations), as done by some 
authors (e.g., Baird et al., 2007; Wilkea et al., 2008). We 
performed interpolation of the EC1 to use this concentration as 
endpoint of lower toxicity response and therefore of higher 
sensible response. Results are shown in Table 6. 

TABLE VI BENZO(A)PYRENE EFFECTIVE CONCENTRATION 
(MG KG-1) FOR G. MAX 

AND T. AESTIVUM 

 
Glycine max 

Zone 4 
Triticum aestivum 

Zone 2 

 EC1 EC50 EC1 EC50 

Stem 4.9092 12.9615 0.1029 6.3382 

Root 1.1945 2.8898 0.3366 2.2587 

Biomass  51.9643  21.2678 

According to the results of root length with soybean using 
B(a)P (Tab le 6), the greatest toxic potential was found in Z4 
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with an EC50 = 2.8898 mg kg-1, whereas that for wheat was 
found in Z2 with an EC50 = 2.2587 mg kg-1, being wheat the 
most sensitive species. The B(a)P threshold value for soybean 
using root length was EC1= 1.19 mg kg-1 whereas for wheat it  
was EC1= 0.34 mg kg-1. The minimal sensitive level obtained 
(0.34 mg kg-1) is much lower than 3 mg kg-1 (ATSDR, 2010;  
Brad ley et al., 1994), and 2 mg kg-1 as established in Mexico 
for agriculture use (DOF, 2005).  

IV. CONCLUSIONS 

Currently, only a few soil guidelines for TPH are available 
to protect terrestrially ecological receptors (US EPA, 1997). 
An absence of basic ecotoxicolog ical datum restrains the 
development of eco logical soil screening values for TPH 
(Wang, 2010). Therefore the use of b ioassays is 
recommended for ecotoxicological evaluations to determine 
sensitive between bioassays and toxicity gradient between 
zones. 

In addition to the hydrocarbon concentration levels, the 
ecologically relevant criteria for estimating the impacts of 
petroleum hydrocarbons are also important end points for risk 
assessment, which contributes to protect the biodiversity of 
the ecosystem. 
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