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Abstract

In this paper, we present an electromagnetic susceptibility
study of processors. On a standardized test bench, our inves-
tigations have precisely defined the susceptibility and im-
munity of the microcontroller under test. To predict the
resulting power failure at the processor, a model was devel-
oped based on multilayer neural networks MLP. The com-
parative study between experimental observations and the
values estimated by our model has a 1.6 of MSE dBm and a
0.99 of regression. In addition to these results, and the stabil-
ity of our model, in this work the effectiveness of models has
been validated based on artificial intelligence, and ease of
use by the final user.
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Introduction

With advances in microelectronics technology and the
trend toward miniaturization of integrated circuits, the
electronics industry, computing and telecommunica-
tions converge on embedded processors connected in
networks, especially in the automotive and aerospace
(C.L. Liu & all).

Obviously, evolution has enabled lithography manu-
facturing processors with a frequency more and more
important, thus accelerating the processing capacity;
unfortunately this is accompanied by a sharp deterio-
ration in the appearance of these electronic systems
electromagnetic (Dominique Paret). Figure 1 illustrates
the phenomenon of aggression by an electromagnetic
disturbance mediated by coupling to an electronic
component on a plane.

In this regard, Electromagnetic Compatibility became
a normative obligation for which the consumer elec-
tronics came into force on 1 January 1996. As an indi-
cation, the trend toward smaller dimensions, higher
clock frequencies and the increasing complexity of
electronic systems, processors behave as switches in-
ternal currents up to considerable values, creating an

electromagnetic emission (Figure 2) that can affect
radio frequency communications, which refers to the
security systems by mode coupling leads or radiated.
The expertise and knowledge in electromagnetic com-
patibility level components have become an industrial
issue, which has encouraged reconciliation in research
and development between industry and academic
research laboratories.

Lightning (10MW)

e

(GSM Base station (100W)

Mobile Electronics (1W)

§ Tk et

FIG. 1 EXAMPLES OF ELECTROMAGNETIC DISTURBANCES

FOR A PLANE
1m — ~ . - J—
ParasgchEc;lssmn Critical frequency band |
H A1
a0 P 4 ‘ - ‘/_/ T ‘ \" Bl
o -

- | IR .
&0 A A A\ h AfEm. I Liﬁ .
::; AN “ i

w 32 ~ "‘h,7
opits V) DSl
20 | |- N —
a ‘ Frequency (Hz)

10 MHz 100 MHz 162 10 GHz
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SIONS, WITH THE INCREASE OF ELECTROMAGNETIC EFFECTS
To help solve this problem for processors, our compo-
nent under test is developed by the S12X microcontrol-
ler Fresscale (Freescale). This is used to drive the intel-
ligent case of constraint (BSI) and currently the heart
of integrated vehicle CAN networks providing the
roles of coordinator and CAN gateway, system safety,
diagnostics, driver assistance, etc. Therefore, it is rec-
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ommended to subject the processor installed on a
bench complying with EMC requirements, an intense
burst of electromagnetic aggression with a standard-
ized method to better define its two spaces: suscepti-
bility and immunity. We explain in the next section the
general concept of the evaluation, the worst-case ap-
proach used, the method using DP], the tester and the
interpretation of results obtained.

Investigation Tools

In practice, an EMC assessment must follow a defined
methodology. Generally, three methods are available
for EMC assessment:

* Application of EMC harmonized standards;

* An EMC assessment where no harmonized
standards has been applied and the manufac-
turer applies its own methodology;

* A mixed assessment, combining the above two
methods. For example, one can apply the har-
monized EMC standards to cover emission
phenomena and detailed technical evaluation
EMC aspects of immunity.

Only those aspects of immunity will be our investiga-
tions.

Worst Case Approach

The EMC assessment will be available when it has
been conducted on a configuration producing the
maximum disturbance and giving the maximum sensi-
tivity of the device to electromagnetic interference.
This method is often called the scenario "worst case"
and aims to minimize the costs of the assessment. It is
this approach that should be adopted to attack our
strong component under test during the experiment
(Guide d’application).

Test Bench Methods and Measurement Results

The evaluation of the sensitivity of components re-
quired the development and standardization of spe-
cific methods, grouped under the (IEC-62132-2). These
methods differ in the technique used to inject the dis-
turbance in the circuit. As well in the type of coupling
leads or radiated fields and the frequency of use. The
method we use for this study is the method-Power
Direct-Injection (DPI), characterized by simplicity,
inexpensiveness, expandability to 10 GHz. Its imple-
mentation is described in Figure 3. A signal controlled
by computer is amplified before injected by capacitive
coupling on the component. A measure of a real-time
processor output alerts the measuring device when the
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signal is out of range (time and voltage) of a prede-
fined template.
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Figure 4 illustrates a sample of those things or each
point corresponding to a vector susceptibility charac-
terized by a forward power of aggression expressed in
dBm for a given frequency.
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FIG. 4 SUSCEPTIBILITY OF S12X MICROCONTROLLER

All vectors of susceptibility, with powers equal and
greater as indicated on the curve with their respective
frequencies, are the space of the processor which in-
duces susceptibility to deterioration during its service
life. However, the processor immunity is represented
by vectors with powers below the previous space vec-
tors with the same frequency. A brief reading of the
measured values shows that the variation in suscepti-
bility and/or immunity of the device under test is not
linear.

Note that the dBm (sometimes dBmW) is an abbrevia-
tion of the power ratio in decibels (dB) between the
measured power and one milliwatt (mW). It is used in
radio networks, microwave and optical fiber as a con-
venient measure of absolute power because of its abil-
ity to express both very large values and very small in
abbreviated form. There are also dBmW, which are
reported to one watt (1000 mW).
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Modeling

Electromagnetic Compatibility EMC is based on Max-
well's equations, which give a precise mathematical
framework and the basic concept of field in physics
introduced by Faraday in the 1830s. In the most gen-
eral case, we must speak of the electromagnetic fields,
some of which identify with those components of the
electric field and others to those of the magnetic field.
But this synthesis of the electromagnetic phenomenon
is more in transmission and susceptibility that has
been little researched. Our investigations, using the
method DPI, have identified two areas of susceptibil-
ity and immunity of the device under test. It is seen in
section models that the hyper plan would be deter-
mined that separates the two areas experienced.

Mathematical Modelling

Research on the mathematical model, corresponding
to the susceptibility, is to determine an unknown func-
tion f(x) explicitly, but only at certain frequencies
known evaluable by an expensive computation. Our
principle in this work is to identify f by a simple func-
tion, easy to evaluate. The problem is the existence of
an infinite family of solutions by polynomial functions,
exponential and trigonometric.

According to Weirstrass Approximation Theorem, any
function continuous over a closed interval can be ap-
proximated arbitrarily well by polynomials. The theo-
rem, nevertheless, does not tell us how to construct
such a polynomial to satisfy a specified error range
allowed for approximation. In addition, polynomial
interpolation does not fit any continuous function
properly. Also in the case of equally spaced nodes,
polynomial interpolation may become unstable

In general, (Tam, K.Y & all) compared the performance
of neural networks to that of other techniques such as
interpolation analysis and found that neural networks
outperform other techniques.

Modelling by Multilayer Neural Network

To better evaluate the electromagnetic susceptibility of
our microcontroller, the model has been developed
based on networks neurons as shown in Figure 5.A
neural network is a statistical analysis tool to build a
model of behaviour from a series of experimental ob-
servation, and consists of a directed weighted graph
whose nodes symbolize the neurons having an activa-
tion function that can influence other neurons in the
network. Connections between neurons, known as
synaptic connections, spread the activity of neurons
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with a weighting characteristic of the connection. Syn-
aptic weight is called the weighting of synaptic con-
nections.
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A
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FIG. 5 MULTILAYER NEURAL NETWORK MLP

In this section programs of multilayer neural networks
MLP in Matlab have been developed, in which the
back propagation gradient is applied to identify dif-
ferent curves that best represent our experimental data
of susceptibility.

To evaluate the performances of our model, the Root
Mean Squared Error (RMSE) and the regression analy-
sis are employed.

In science field, the use of RMSE is very common and
it makes an excellent tool of error metric for numerical
predictions.

The popular formula of RMSE is:

RMSE = /% >, (i —a)? (1)

Where: a: Actual target; p: Predicted target.

An MSE of zero, meaning that the estimator p predicts
observations of the parameter a with perfect accuracy,
is the ideal, but practically never possible. Minimizing
MSE is a key criterion in selecting estimators.

While regression analysis is used, to find equations
that fit data. Once the equation is acquired, the model
can be utilized to make predictions. One type of re-
gression analysis is linear analysis. When, the correla-
tion coefficient shows that data is likely to be able to
predict future outcomes.

The most common method for fitting a regression line
is the method of least-squares which calculates the
best-fitting line for the observed data by minimizing
the sum of the squares of the vertical deviations from
each data point to the line.

The least squares regression line is a mathematical
model for the data, and the line that makes the sum of
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the squares of the residuals as small as possible. When,
a residual is a difference between an observed y and a
predicted y, the equation of the least squares regres-
sion line of y on x is:
y—y=bx—-x) (2)
Where b is:
Sy D (aX)oiy) | B

b==%1 =1 3)

Sxx Z (Xi_;()z 2%—;(2
i

Note that b is slope and a is the y-intercept. where xy
are the mean of the observed x and y data and n is the
number of data pairs (xi, yi).

The fraction of the total variation in the dependent
variable that is explained by the independent variable
is known as the coefficient of determination R2, which
is calculated as:

_ SEE

2 —
R=1 — 4)

Where SSE, the sum of squares errors, is given by:

SEE= ) (i~ y)? ©)
And TSS, the total sum of squares, is given by:
1SS =) (i -9’ ©)

And where y; are the predicted y values at each xi:

For simple least squares regression (i.e. only one inde-
pendent variable), the square root of R? is equivalent
to the simple correlation coefficient r. That one may
alternatively be calculated as:

(Zi (DY Gi=y)
j(Ei (xi—%)z)(Ei (vi-v))

r provides a quantitative measure of the linear rela-
tionship between x and y, ranging from -1 to +1: a
value of r=-1 or +1 indicates a perfect linear fit, and
r =0 indicates that no linear relationship exists at all.

_Sxy _

T Sxx

@)

As Z (y; —y)? the sum of squared errors between
i

the observed and predicted y-values, tends to zero, so
2 tends to 1 and therefore r tends to -1 or +1, its sign
depends on whether b is negative or positive respec-
tively.

Results and Discussions

Before the use of the classification capabilities of a
neural network, the structure has been built for our
experimental database (training set and test set), and
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then the network was set up by using an algorithm to
learning the recognition phase (Gérard Dreyfus and all).

Indeed, the recognition phase, is based on the Leven-
berg-Marquardt (Michael Lamptona) in our case, and
the network is to present each of the vectors of the test
database. Levenberg uses the second derivative of a
function to reduce the number of iterations of an op-
timization algorithm. The corresponding output is
calculated by propagating the vector through the net-
work. The response of the array is read directly from
the output units and compared to the expected answer.
Once the network has acceptable performance, it can
be used to meet the need behind its construction. A
target data vector is experimental data used on train-
ing or validation. Output data vector is response of the
model that is composed of three neurons in hidden
layer. To evaluate our model, the simulation has been
performed in two stages. The first stage is training
model where the simulator returned experimental
observations as follows: 70% for training, 15% for test-
ing and 15% for the validation stage. In the second
stage we call validation which our own verification
has been implemented to evaluate the model using
experimental observations which were not used in the
first stage. Figure 6 shows the results obtained in stage
1 by our model under training. The target data vector
is our experimental forward power used for training
versus their frequencies. The susceptibility prediction
by our model varies from -18 dBm to 10 dBm (forward
power).
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In the second stage, the simulation results of valida-
tion model are presented in the figure 7 showing that
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our model follows the experimental observations.

Figure 8 shows the error estimating the deviation be-
tween the experimental observations (Target) and
outputs predicted by the MLP during both stages.

Curve (a) describes the error in training stage that
ranges from -4 to 4dBm with 0.71dBm of RMSE, while
curve (b) shows the error in the validation stage that
ranges from -3.4dBm to 2dBm with 23.10°*dBm of RMSE.
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FIG. 8 COMPARISON OF MODEL ERRORS AT BOTH STAGES

The figure 9 shows the graphs of regression model R
for the different phases of the simulation stage 1: R is
0.98 for the training phase, 0.99 for validation and
testing phases. After adjusting the parameters
(weights) was made, the network neurons has a capac-
ity of generalization of data not present in the training
set evaluated by 0.98 of regression.
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MLP is fast when running determined with nonlinear
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functions of linear combinations (C.L. Liu). This allows
the use of feature vectors large enough, increasing the
discriminating power of the classifier. Moreover, they
allow obtaining the output of probabilities, which is
valuable to interpreting the results.

The implementation of an MLP is easy, and usually
gives satisfactory results. Neural networks, due to
their structure, are able to determine the boundaries of
complex decision.

The big problem is that the MLP cannot know a priori
the size of the network for a given problem. Experi-
ence shows that it is not necessary to have more than
one hidden layer for the best results (]. Liu). However,
we cannot determine in advance the number of neu-
ron in the hidden layer required for a given prob-
lem.The adjustment of connection weights is also diffi-
cult to optimize, and it is necessary to set these pa-
rameters by trial and error, ie we look at the behaviour
of the network based learning, and choose the best
configuration. In addition, the number of iterations
during the learning phase is a parameter which must
be found empirically. This one is important as it ap-
pears after a certain number of iterations the well-
known phenomenon of over-learning, in which the
MLP begins to learn by heart the examples in the train-
ing set and loses its ability to generalize. Using a vali-
dation dataset, we can calculate the generalization
error of the network depending on the number of it-
erations. In addition the number of iterations has been
naturally selected that minimizes the generalization
error. Thus a limitation of the MLP is that it requires
substantial foundation for learning.

Conclusion

In this work, we set the standard method of measuring
the electromagnetic susceptibility of a microcontroller
used for critical applications with elevated level of
safety, and then the MLP network with one hidden
layer of only three neurons to model the phenomenon
of susceptibility of our microcontroller under test.
Graphs illustrating both developed simulation stages
show the stability of this model. Once the elaboration
phase of the model and learning taking some time are
made, the electromagnetic susceptibility is predicted.
According to the results obtained, it can be noted that
our model based on artificial neural networks is the
best tool to model susceptibility and immunity EMC
electromagnetic integrated circuits.
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Abstract

Many international
investment banks, investors, funds makers and others) are
very concerned about predicted values of exchange rates
because it often moves dustically and generally affects the
profits. This paper forecasted the daily Bangladeshi and
Canadian exchange rates for the period of October 1996 to
January 2013. With attention paid to recently developed
econometric noises, the widely-used forecasting model the
fuzzy extension of artificial neural network is considered
and compared Markov
autoregressive forecasting model. Root mean square error
and correlation coefficient are used as an evaluation
measures. It has been found that the fuzzy extension of the
artificial neural network model is a superior predictor
compared to the other selected predictor for the Bangladeshi
series and the reverse observed for the Canadian series. It is
believed that the findings of this paper will be helpful for
multinational organizations wanting to make wise policy
about these two country’s exchange rates.

agents (e.g. money managers,

results with the switching
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Exchange Rate Dynamics; Time Series Prediction; Non-Linearities;
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Introduction

Rate at which one currency is converted into another
currency (e.g. for the purpose of travel, for engaging in
speculation or trading in the foreign exchange market
and others) is known as exchange rate. There are a
variety of factors (e.g interest rates, inflation, the state
of politics and the economy in each country and others)
generally influencing the exchange rates. For this
reason, it often moves significantly and commonly
affects the profits of Multinational Companies (MNCs)
engaged in various international business activities.
Thus, understanding and forecasting exchange rate
tendencies are very important to make a wide range of
decisions for MNCs (investors, money managers,

investments banks, hedge funds and others).

A large number of research [(Kodogiannis and Lolis,
2002), (Kuan and Liu, 1995), (Lisi and Schiavo, 1999),
(Zhang and Hu, 1998), (Ismail and Isa, 2006), (Ping-
Feng et al, 2006), (Tae and Steurer, 1995), (Dueker and
Neely, 2007), (Hung, 2007), (Engel and Hamilton,
1990)] have been published in literature to find an
optimal (or nearly optimal) prediction model for the
exchange rate series. Many researches [(Kodogiannis
and Lolis, 2002), (Kuan and Liu, 1995), (Lisi and
Schiavo, 1999), (Zhang and Hu, 1998), (Ismail and Isa,
2006), (Ping-Feng et al, 2006), (Tae and Steurer, 1995),
(Jang, 1993), (Banik et al, 2009)] have shown that the
behavior of this series cannot be modelled solely by
the linear time series models (e.g. regression model,
time series model proposed by (Box and Jenkins, 1970)
and others) because exchange rates are quite complex,
non-linear, and Thus,
developing a model for forecasting needs an iterative
process of knowledge discovery, system improvement

unconstant in nature.

through data mining as well as trial and error
experimentation.

To address this problem, in recent years [(Kodogiannis
and Lolis, 2002), (Kuan and Liu, 1995), (Lisi and
Schiavo, 1999), (Zhang and Hu, 1998), (Ismail and Isa,
2006), (Ping-Feng et al, 2006), (Tae and Steurer, 1995),
(Dueker and Neely, 2007), (Hung, 2007), (Engel and
Hamilton, 1990)], an increasing interest of scholars
have been witnessed modeling data as nonlinear
models including: artificial intelligence (AI) model,
model, algorithm model,
hybridization of ANN and fuzzy system model,
Markov  switching (MS) model, conditional
heteroskedastic models, rough set theory, ant colony
method, bee colony method and others.

fuzzy logic genetic

In literature, we have noticed that there is a growing
interest in using Al models [(Kodogiannis and Lolis,
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2002), (Kuan and Liu, 1995), (Lisi and Schiavo, 1999),
(Zhang and Hu, 1998), (Ping-Feng et al, 2006), (Tae
and Steurer, 1995), (Jang, 1993), (Banik et al, 2009) and
many others] to forecast exchange rate series. The
reason for this rising popularity is that these models
pay particular attention to non-linearities and learning
processes both of which can help companies to
improve their predictions for complex variables. The
most common Al model (e.g. fuzzy extension of
aritificial neural network (ANN)) is particularly useful
for future predictions for variables, which is subject to
non-linearities. Although ANN based models are
found to perform better compared to conventional
statistical models, the main drawback of ANN models
is that their prediction capabilities deteriorate over a
short period of time especially when data are very
much chaotic. It has been proposed by many authors
[(Kodogiannis and Lolis, 2002), (Lisi and Schiavo,
1999), (Banik et al, 2009)] to overcome this drawback
and develop a reliable prediction of time series data.
We have chosen the fuzzy extension of Al model and
compared our results with the widely used MS model
[(Ismail and Isa, 2006), (Dueker and Neely, 2007),
(Hung, 2007), (Hamilton, 1989)] to predict Bangladeshi
(BER), and Canadian (CER) exchange rates series in
order to see whether selected models can help
companies to raise predictive power. By analyzing
applied models validity and precision, our plan is to
develop the model which can best predict the selected
series.

A lot of works have been done in literature to predict
exchange rate based on statistical and Al models. For
example, (Ismail and Isa, 2006) used the MS model to
predict the exchange rates for three ASEAN countries
(Malaysia, Singapore and Thailand), and compared
their results with the autoregressive (AR) model of
order p. Results show that the MS model predicted
well than the AR model. (Kodogiannis and Lolis, 2002)
examined the forecasting ability of daily exchange rate
values of the US Dollar vs. British Pound using the
neuro-fuzzy systems and compared with various
networks. They found that the neuro-fuzzy systems
outperform the other networks. (Kuan and Liu, 1995)
have investigated the forecasting ability of feed-
forward and recurrent neural networks based
Japanese yen, British pound, Canadian dollar,
Deutsche mark etc. Their results show that the selected
network models have significant market timing ability
relative to the random walk model. (Zhang and Hu,
1998) have successfully used neural network for
predicting British pound/US dollar exchange rates.
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Their results show that the neural network
outperforms the linear model. (Tae and Steurer,1995)
compared the Deutsche mark monthly and weekly
exchange rates using the neural networks and the
statistical model, leading to the result that the neural
net outperforms the statistical model. (Lisi and
Schiavo, 1999) investigated the monthly exchange
rates of the four major European currencies from 1973
to 1995 using the neural network and compared with
the random walk model, and got the results that
neural network turn out to be statistically better than

the random walk model.

The aim of this paper is to investigate whether our
selected models can serve useful tools to describe the
behavior of BER and CER series more efficiently. To
our knowledge, with caring econometric noises
forecasting selected BER and CER daily series under
the powerful nonlinear models are yet considered in
the existing literature which have considered this
research in this paper. Thus it is believed that findings
of the paper will be useful for those who are interested
to make wise policies about the complex variables BER
and CER. The paper is outlined as follows: section 2
describes about the data set and numerical properties.
Considered forecasting models are reviewed in section
3. Section 4 contains experimental designs and
findings. Concluding remarks and some future
research plans are given in section 5.

Data, Forecasting Model, Numerical
Properties and Econometric Noises

We considered the daily BER and CER series over the
period of October 1996 to January 2013 for a total of
5934 observations. BER and CER are the local currency
against the US dollar, collected from the site of
http://www.oanda.com/currency/historical-rates/. The
training and testing data sets and for understanding of
changes, series are depicted in Fig. 1 (BER series) and
Fig. 2 (CER series) respectively. It is very clear that
there is an increasing trend w.r.t to time for BER and a
decreasing trend for CER series. There have some
reasons why these sorts of trends exist. See above
website for details. It is also observed from these plots
that the behaviors of series are non-linear, meaning
that series can appear unconstant with moves that
look chaotic. Some sort of non-linearity can also
present in the selected series.

Numerical Properties

To understand behaviors of daily BER and CER series,
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summary statistics are reported in Table 1. It is noticed
that exchange rate patterns for BER and CER do not
follow the normal distribution. Since our series are
time series, so we have selected most commonly used
time series model, namely, the autoregressive (AR)
model of order p. The model is defined for BER and
CER series are as follows:

BER= o+Bt+pi BERui+e, t=1,23,..n  (2.1)

CERe= o+t +pi CEReiter, t=1,2,3,...,n (2.2)
where a is an intercept, B is the deterministic trend, t is
the time variable, pi are the lag orders of the AR(p)
model and et~ N(0,62). The appropriate lags of the
series are selected by the Bayesian Information
Criterion (BIC). It is started by calculating BIC (e.g.
Akaike Information Criterion(AIC), Sibata Information
Criterion(SIC) and others can also be used) to find the
number of lags used in AR process for BER and CER.
To calculate BIC, we followed the following steps:

i
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FIG. 2 TIME PLOTS OF CER SERIES

Various AR models have been utilized by increasing
the order of AR, p. The formula is defined as

-2L+X¢ In(n)
where n is the sample size, L is the maximized log-
likelihood of the model and X: includes an intercept
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and lags of series. Then we have chosen the model
that gives the smallest value of BIC. It is noted that the
lag length of series is selected based on a maximum
lag of 8. It has been found that the number of lags to
be used is 1 and 4 for the considered series. Based on
this information, AR(1) for BER series and AR(4)
model is considered for AR(4) for CER series. See
Table 2 for proposed AR(p) model.

TABLE 1 DESCRIPTIVE STATISTICS OF BER AND CER FOR OCTOBER 1996 TO

JANUARY 2013
Statistical measures
Series Min | Max | Mean | SD
n Rate rate Rate | Rate Skew | Kur
BER |5934 | 42.35 | 83.15 | 60.38 | 10.09 | 0.077 |2.216
CER |5934| 0914 | 1.615 | 1.269 | 0.208 | 0.008 |1.516
TABLE 2 STATIONARITY TEST RESULTS
Proposed p-value p-value
P ADF(p) | (critical | PP(L) | (critical
Rates | AR(p) it I
Model statistic value) for | statistic| value) for
ADF test PP test
0.141 0.768
BER AR(1 -0. 1 -1.1
(1) | -0988(1) (-3.414) 3®) (-3.414)
0.759 0.2627
ER AR4 -1.233(4 -1.2
¢ @ 334) (-3414) 90) (-3.414)

Note: ‘p” and ‘L’ indicate lag order to remove serial correlation.

Decision rule: If p-value<level of significance (a), then accept null
hypothesis

Econometric Noises

Numerous studies (e.g. [(Nelson and Plosser, 1982),
(Mitchell, 1999), (Banik,1999), (Banik and Silvapulle,
1999), (Said and Dickey, 1984), (Phillips and Perron,
1988)] and many others) have suggested that most
time series are non-stationary (contains a unit root).
Therefore, assumption of stationarity is unrealistic.
Thus, prior to model specifications and estimations,
stationary property of data series is routinely tested
(see Banik,1999, details), otherwise the study can yield
unrealistic results. That's why appropriate forecasting
model should be selected for BER and CER series, and
at first, stationarity property of the series was tested.

Many stationarity tests are available in time series
literature (details, see [(Green, 2008), (Banik,1999)] and
others). To test the stationarity behavior of our
considered models (2.1)-(2.2), commonly applied unit
root tests, namely the ADF test proposed by (Said and
Dickey, 1984) and the PP test proposed by (Phillip and
Perron, 1988)] are used (for test procedures, see
(Banik,1999)). Note that under the null hypothesis of
ADF and PP tests, series is assumed non-stationary

and under the alternative hypothesis, series is
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stationary. Results (Table 2) show that BER and CER
series are non-stationary (because p-value>a, a=0.05).
Then we have taken the first difference of the series to
remove non-stationarity and applied again ADF test
and PP test. Our results show that in first differences
considered BER and CER series are stationary (these
results are not reported for spaces but are available on
request). The effect of these tests will be shown when
our forecasting model was used, in first differences.

Considered statistical tests ((Table 2) results show that
BER and CER series are non-stationary and non-linear
[Figs 1-2], respectively. To remove non-stationarity
from selected series, we have used series in first
differences. Thus, based on above findings, nonlinear
forecasting models have been selected to forecast BER
and CER which have also ability to capture chaotic
behavior. A brief description of the considered
forecasting models is given below.

Forecasting Models

Fuzzy Extension of Neural Network Model

Based on the theory of fuzzy set and logic, this
architecture (also known as adaptive neural fuzzy
inference system (ANFIS)) proposed by (Jang, 1993) is
a combination of neural network (NN) system and
fuzzy inference system (FIS) in such a way that the
NN learning algorithm is used to determine the
parameters of FIS. NN is non-linear statistical data
modeling tool, which can capture and model any
intput-output relationships. In addition, FIS, the
process of formulating the mapping from a given
input to an output using fuzzy logic, involves:
membership functions (mfs), fuzzy logic operators and
if-then-rules.

Layer 1

!

Layer 4

Layer2  Layer3 4
! | xy  lLayer§

¥

X < _. :,®Wx ,®Wf Elp—v{f' l
: ,@ o f
Y« ' @v-g_, @W, Dﬁa’z
Xy

FIG. 3 AN ANFIS ARCHITECTURE WITH A 2-INPUT, 2-RULE
FIRST-ORDER SUGENO MODEL

A typical ANFIS architecture is given in Fig. 3
showing that ANFIS has 1 input layer, 3 hidden layers
(that represents mfs and fuzzy rules) and 1 output
layer. It uses Sugeno-fuzzy inference model to be
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thelearning algorithm. In Fig. 3, the circular nodes
represent fixed nodes whereas the square nodes are
nodes that have parameters to be learnt. Each layer in
this figure is associated with a particular step in FIS.
The following concepts concerns the process, where
the input vector is fed through the ANFIS network
layer by layer:

Layer 1: Fuzzy layer (generates mfs grades): Input x to Az
and Az and input y to B: and Bz respectively, where As,
A>, B1 and B: [fuzzy sets] are the lingiustic expressions
which are used to distinguish the mfs represented by
the premise parameters (PP). The relationship between
the input-output mfs: Oh =ua (X):05 =ng (y),
i=1,2, where Ha, (X) and Ms (Y) denote mifs. Any

continuous and piecewise differentiable functions
such as generalised bell-shape mfs, gaussain-shaped
mfs, triangular-shaped mfs, trapezoidal-shaped mfs
can be used in this layer.

Layer 2: Production layer (generate the firing strenghts): It
is marked as IT and output is defined as Of= Wi =
Ha (X) x g (Y), where Wi i=12 are weight
functions of the next layer. Here the t-norm “product”
is used as fuzzy operator.

Layer 3: Normalized layer (normalize the firing strength):
It is marked as N and used to normalize Wi (i.e. it
calculates the ratio of firing strength of the rules with

the total firing strenghts). It is defined as: 0 =

2
Wi =W /> W, i=12

i=1
Layer 4: Defuzzy layer (calculates output rules): Here an
adaptive node Wi is outputs and {piq; r} is the
parameter sets [known as consequent parameters (CP)]
in this layer. The relationship between input and

outputis:O?=Wifi W (pix+0;y+1),i=1,2.

Layer 5: Total output layer (sum all inputs from the layer
4): Its node is marked as X, computes the overall

output. It can be expressed as: of =Output =

2

Wifi = Wi (pix+d;y +1;)

i-1
Next step is to examine how the ANFIS learns PP and
CP for the mfs and the rules. From Fig. 3, it is clear
that the final layer output can be expressed as a linear
combination of the CP. In symbols, f = (W, x)pr+( W,
V)@ W, )riH( W, x)p2+( W, y)ge+( W, )r2. Thus, we
have a set of total ANFIS parameters S, which is
calculated as S = S1US2, where S1 = set of PP(non-
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linear) and S2 = set of CP(linear). The learning
algorithm of ANFIS is a hybrid algorithm, which
combines the gradient descent (GD) method and the
least square estimation (LSE) for an effective search of
PP and CP, which means that ANFIS uses a two pass
of learning algorithm to reduce the error: (i) Forward
pass and (ii) backward pass. The hidden layer is
computed by the GD method of the feedback structure
and the final output is estimated by the LSE.

The output equation from the layer 5 can be
rearranged as more usable form: Y = XW, where
X=[W;x W,y ,Wl,sz,WZy ,WZ]and W=[p, q, 13,
p2, q2 1r2]T. When the input-output training pattern
exists, the vector W can be solved using the ANFIS
learning algorithm .

The MS Model

Changes in regime happen quite suddenly in real
world. For example, exchange rate appears to follow
long swings, which means that rate drifts upward for
a considerable period of time and then switches to a
long period with a downward drift. To model this
dramatic change, a more practical model is the
Markov switching autoregressive (MS_AR) model,
developed by (Hamilton, 1989). To understand the
model clearly, consider the BER and CER at time t and
St is an unobservable discrete state variable that takes
values of 1 (appreciation period- an increase in the
value of domestic currency relative to foreign currency)
or 2 (depreciation period-a decrease in the value of
domestic currency relative to foreign currency).

The MS_AR model with two possible states is defined
as follows:

BER, = ast Xi+e, S e{l2},t=12..n
CER, = as, Xi+e, S;e{l,2},t=12,..n
where X: includes an intercept (denoted by i, i =1,2)
and lags of the dependent variable BER: and CER, %s,
are the corresponding parameters and &, ~ N (0,0 szt )

a random variable with a state dependent variance

2
Os, . The changes in states are rules by transition

probabilities which are governed by a first order
Markov process as follows:

P(S,=1|S,,=1)=p,
P(S,=1|S,,=2)=p,
PGS, =2|S,,=0)=p,
P(S, =2|S,,=2)=p,
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with pu+ p2=1 and pi2+ p2=1, where p;(i=1,2 and j=1,2)
are the transition probabilities for switching from one
state to other state. As St is unobserved, the parameter

vector (say) 6 =( %5 01, o, P11, P12, p21, pz) is estimated
by the maximum likelihood method using the EM
algorithm developed by (Hamilton, 1989). Here fitted
series will be calculated by the probability of S=lor 2
based on the observed series.

Experimentation, Results and Discussion

Experimentation

The first 70% observations for daily BER and CER
series are used as the training period and the rest as
the testing period [see Figs 1-2]. All computational
works were carried out using the programming code
of MATLAB.

Results
(1) The ANFIS Model

A trial and error approach is used to design the
topology of ANFIS. The best performance is obtained
by a network consisting of: 4 inputs with 2 mfs (type
Gaussian-shaped) with each input, 8 if-then fuzzy
rules were learned, total parameters (44)=premise
parameters(12) + consequent parameters (32), where
premise parameters are calculated by number of
inputsxnumber of mfsxnumber of parameters of
Gaussian distribution and consequent parameters is
calculated by number of mfsxnumber of parameters of
Gaussian distribution x number of fuzzy rules.

The training data has been used with the MATLAB
command Genfisl in order to create a FIS. Thus, the
following ANFIS forecasting models was selected to
forecast BER and CER values:

P =f(dayl_BER day?_BER day3_BER day4_BER

Sthday_BER

P =f(dayl_CER day2_CER day3_CER day4_CER

Sthday_CER

(2) The MS_AR Model

It is started by calculating BIC to find the number of
lags used in AR process for BER and CER. It was
found that the number of lags to be used is 1 and 4 for
BER and CER. Based on this information, a MS with
AR(1) for BER series and a MS with AR(4) model are
considered for AR(4) and CER series and all
parameters have been estimated using the maximum
likelihood method.
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TABLE 3A PARAMETERS ESTIMATES FOR THE MS_AR(1) MODEL FOR STATE
1 AND BER SERIES

151 o1 oAt}
Parameters estimates 0.0020 0.0324 -0.1213
(0.0005) (0.0030) (0.0124)

Note: Standard errors are in parenthesis

TABLE 3B PARAMETERS ESTIMATES FOR THE MS_AR(1) MODEL FOR STATE

2 AND BER SERIES
2 o2 o1
Parameters estimates 0.0041 0.0213 0.2012
(0.013) (0.0012) (0.0345)

Note: Standard errors are in parenthesis

TABLE 3C TRANSITION PROBABILITY MATRIX

Py Pz 0.46 0.35
Py Py 0.54 0.65
TABLE 4A PARAMETERS ESTIMATES FOR THE MS_AR(4) MODEL FOR STATE
1 AND FOR CER SERIES

M1 o1 a1 o2 o3 ol14
0.0002 | 0.0045 | -0.0065 | -0.3429 | -0.5468 | -0.1302
(0.0001) | (0.0003) | (0.0245) | (0.0134) | (0.0312) | (0.0528)

Parameters
estimates

Note: Standard errors are in parenthesis

TABLE 4B PARAMETERS ESTIMATES FOR THE MS_AR(4) MODEL FOR
STATE 1 AND FOR CER SERIES

[1¥3 G2 o21 22 23 o4
0.0009 | 0.4138 | 0.3000 | -0.0400 | 0.0057 | 0.0078
(0.002) | (0.0112) | (0.0720) | (0.1260) | (0.0287) | (0.0487)

Parameters
estimates

Note: Standard errors are in parenthesis

TABLE 4C TRANSITION PROBABILITY MATRIX
P Pp| |0.78 0.29
P,y Pp| | 022 071
Results are reported in Tables 3A-3C for BER series

and Tables 4A-4C for CER series. These parameters
estimates are used to forecast daily BER and CER.

Discussion of Results

Forecasting performances are evaluated against two
widely used statistical metrics, namely, root mean
square error (RMSE) and correlation coefficient
(CORR). The formulas are defined as follows:

1 n
RMSE = HZ (Actual; — Predicted;)?
i=1

Cov(Actual — Predicted)

OActual OPredicted

CORR =

Smaller values RMSE indicate higher day accuracy in
forecasting. While higher CORR indicates better
prediction.
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To evaluate predicted and actual exchange rates,
prediction performance is measured in terms of RMSE
and CORR over the training and testing data. Tables 5
and 6 summarize the performances of considered
forecasting models for BER series in Tables 7 and 8 for
CER series. In terms of measures of RMSE and CORR
(see Table 5), our training results show that the ANFIS
forecasting model outperforms (noted smallest RMSE
value and highest CORR value) the MS_AR(1)
forecasting model. The highest CORR values (i.e. good
match between actual and predicted BER) again
indicated that the ANFIS forecasting model
outperforms the MS_AR(1) model. For example, the
accuracy of prediction for the ANFIS forecasting
model is 95.46% and for the MS_AR(1) forecasting
model 92.65% respectively. After the considered
models have been built using the training data, BER
series is forecasted over the testing data and
performance measures are reported in Table 6. The
testing results (see Table 6) show that BER prediction
capability of ANFIS forecasting model is higher again
(found the lowest RMSE value and highest CORR
values) compared to the that of MS_AR(1) model.

TABLE 5 PERFORMANCE MEASURES FOR TRAINING DATA AND FOR BER

SERIES
Performances metrics ANFIS | MS_AR(@4)
RMSE 1.2359 4.2180
CORR 0.9546 0.9265

TABLE 6 PERFORMANCE MEASURES FOR TESTING DATA AND FOR BER

SERIES
Performances metrics | ANFIS | MS_AR(®4)
RMSE 1.1045 3.8796
CORR 0.9672 0.9349

TABLE 7 PERFORMANCE MEASURES FOR TRAINING DATA AND FOR CER
SERIES

Performances metrics | ANFIS | MS_AR(4)

RMSE 5.0301 2.5298
CORR 0.8994 0.9336
TABLE 8 PERFORMANCE MEASURES FOR TESTING DATA
AND FOR CER SERIES
Performances metrics | ANFIS | MS_AR(4)
RMSE 4.6780 2.0970
CORR 0.9999 0.95365

In order to find out how well our considered models
fitted to the actual CER data, Table 7 and Table 8 have
been added. For training data, it shows clearly that the
MS_AR(4) forecasting model outperforms (noted
smallest RMSE value and highest CORR value) the
ANFIS forecasting model. The testing results (see
Table 8) show that CER prediction capability of
MS_AR(4) forecasting model is higher again (found
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the lowest RMSE value and highest CORR value)
compared to that of the ANFIS model, meaning more
significant differences in the ANFIS model observed
between the actual CER and that predicted by the
ANFIS than in the MS_AR(4) forecasting model.

According to our findings, the ANFIS forecasting model
appears to be more suitable for BER series modeling
and the MS_AR forecasting model for CER series.

Conclusion

In this paper, the popular forecasting models (i.e. the
ANFIS model and the MS_AR model) have been
considered to predict daily BER and CER series for the
period October 1998 to January 2013. The forecasting
performances of selected models were measured by
widely used measures RMSE and CORR. Our findings
suggested that the ANFIS forecasting model can
forecast the daily BER series closely as compare to the
MS_AR forecasting model. The MS_AR forecasting
model appeared to be more suitable for CER series
modeling. It was believed that our findings will be
useful for researchers in making wise decisions about
BER and CER series.

Our next step is to improve forecasting results using
recently widely used the rough set forecasting model,
where stock data, market demand and supply data
could be regarded as input variables to predict more
accurately daily BER and CER. This is focus of future
research.
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