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(Abstract)Case-based reasoning is an approach to problem solving and learning that has got a lot of attention over the last 
few years. This paper provides an overview of the case-based reasoning, brief outline on applicability of case-based 
reasoning to test suite, describing the various features of adaptive test suite system based on CBR framework will possess, 
focuses on benefits of adaptive approach over existing test case selection/retrieval approaches. The current work 
demonstrates the benefit of case base in reasoning approach for selecting test case or for testing the product during system 
testing and regression testing phases of the product. 
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INTRODUCTION 

In Case Based Reasoning, problems are solved by adapting 
the solutions of similar previous cases stored in a case 
memory. CBR mainly consist of four phases they are Retrieve, 
Reuse, Revise, and Retain. [1]  Retrieving the cases from the 
case base whose problem is most similar to the new problem. 
Reusing is the solutions from the retrieved cases to create a 
proposed solution for the new problem. Proposed solutions 
are revised to take into account of the problem differences 
between the new problem and the problems in the retrieved 
case. Retaining the new problem and its revised solution as 
new case for new case for case-base if appropriate. CBR is 
having assumptions, first and main assumption is that 
“Similar problems have similar solutions”. And other 
assumptions are “The world is a regular place”- what holds 
true today will probably hold true tomorrow. Next is 
“Situation repeat”- if they do not there is no point in 
remembering them. 

Test suite is a collection of test cases that intended to be 
used to test a software program to show that it has some 
specific set of behaviors. A Test case is representation of test 
scenarios. A test suite comprises of detailed instructions or 
goals for each collection of test cases and information on the 
system configuration to be used during testing. The main 
contribution of the work is Classification of techniques for R4 
phases in CBR, Test suite optimization, Case Based reasoning 
and Test suite optimization. 

Markovitch & Scott proposed a unifying framework for the 
systematic discussion of various strategies for coping with 
harmful knowledge in general, and the case of utility problem 
in particular. The framework is based on various types of 
filters for eliminating harmful knowledge at various stages in  

the problem solving procedure. An approach that is especially 
relevant in CBR is to simply delete harmful cases from the 
case base so that they cannot actively contribute to ongoing 
problem solving costs deletion policies in CBR correspond to 
selective retention filters in the Markovitch & Scott 
framework. Surprisingly, in many speed-up learners the 
apparently naive random deletion of knowledge items (to 
maintain the knowledge base to some predefined size) works 
quite well for optimizing efficiency. Even though random 
deletion eliminates both useful and redundant items it can 
equal the success of more sophisticated methods. 

Overview of Case-Based Reasoning: 

The processes involved in CBR can be represented by (Fig-1). 
Aamodt and Plaza described a CBR typically as a cyclical 
process comprising the four steps: 
 

 
Fig-1. The CBR Cycle 
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• RETRIEVE the most similar case(s); 
• REUSE the case(s) to attempt to solve the Problem 
• REVISE the proposed solution if necessary, and 
• RETAIN the new solution as a part of a new case. 
A new problem is matched against cases in the case base and 
one or more similar cases are retrieved. A solution suggested 
by the matching cases is then reused and tested for success. 
Unless the retrieved case is a close match the solution will 
probably have to be revised producing a new case that will 
be retained. 

Few Important terminologies related to CBR are as follows: 
Case Representation: 

A case is a contextualized piece of knowledge representing 
concerned experience or knowledge. It stores the past lesson 
that is the content of the case and the context in which the 
lesson is to be used. Typically a case comprises of following: 
• problem describes the state of the world when a scenario 

case occurs,  
• solution which selects the derived solution to a problem, 

and/or   
• outcome describes the state of the world after the case 

occurrence. 
• Indexing 
Case indexing involves assigning indices to cases for 
alleviating case retrieval. Indices should follow few 
properties: 
• predictive, 
• address the purposes of case usage, 
• allows for widening the future use of the case-base, and 
• be sufficient enough for usage in future 
Both manual and automated methods are used in index 
selection. Selection of  indices manually involves deciding a 
case’s purpose with respect to the aims of the reasoner and 
deciding under what circumstances the whether the case will 
be used. 

Despite the success of many automated methods, it is 
believed that people tend to do better at choosing indices than 
algorithms. 
Induction 
Induction algorithms (e.g. ID3) determine which features does 
the best job in differentiating cases, and generate a decision 
tree type structure for organizing the cases in memory. This 
approach is better when a single case feature is required as a 
solution, and where that particular case feature is depends on 
others. 
Adaptation 
Once a matching case is retrieved a CBR system should adapt 
the solution stored in the retrieved case to the current case 
needs. Adaptation identifies prominent differences between 
the retrieved case and the current case and then applies 
formulae or rules that are taken  into account when 
suggesting a solution. In general, there are two kinds of 
adaptation in CBR: 
• Structural adaptation, in which adaptation rules are to be 

applied directly to the solution stored in cases. This kind 
of adaptation is followed with JUDGE and CHEF. 

• Derivational adaptation, that reuses the algorithms, 
methods or rules that generated the original solution to 
produce a new solution to the current problem. In this 
method the planning sequence that constructed that 
original solution must be stored in memory along with the 
solution as in MEDIATOR. 

An efficient CBR system requires both structural adaptation 
rules to adapt poorly understood solutions and derivational 
mechanisms for adapting solutions of cases that are clearly 
understood. 

Few case based reasoning adaptation techniques are as 
follows: 
• Null adaptation 
• Parameter adjustment 
• Abstraction and respecialisation 
• Critic-based adaptation 
• Re-instantiation 
• Derivational replay 
• Model-guided repair 
• Case-based substitution 

TEST SUITE: 

In software development, a test suite, less commonly known 
as a validation suite, is a collection of test cases that are 
intended to be used to test a software program to show that it 
has some specified set of behaviors. A test suite often 
contains detailed instructions or goals for each collection of 
test cases and information on the system configuration to be 
used during testing. A group of test cases may also contain 
prerequisite states or steps.[8] 

Test suite reduction problem: 
The first formal definition of test suite reduction problem 

introduced in 1993 by Harrold et al. as follows: Given. {t1, 
t2,…, tm} is test suite T from m test cases and {r1, r2,…, rn} 
is set of test requirements that must be satisfied in order to 
provide desirable coverage of the program entities and each 
subsets {T1, T2,…, Tn} from T are related to one of ris such 
that each test case tj belonging to Ti satisfies ri.  

Problem. Find minimal test suite T' from T which satisfies 
all ris covered by original suite T.  

Generally the problem of finding the minimal subset T', T' 
is subset of T which satisfies all requirements of T, is 
NP-complete, because we can reduce the minimum set-cover 
problem to the problem of test suite minimization in 
polynomial time. Thus, researches use heuristic approaches to 
solve this problem. 

Related work in the context of test suite reduction can be 
classified into two main categories: The works in which a new 
technique is presented and empirical studies on the previous 
techniques. The works proposed earlier focused includes 
heuristic algorithms, genetic algorithm-based techniques and 
approaches based on integer linear programming. In a recent 
study, four typical test suite reduction techniques have been 
evaluated and compared on 11 subject programs. Based on the 
results, this study suggests that the heuristic may be the first 
choice when selecting from the test case reduction techniques. 
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Testing criteria are defined to help the selection of subsets of 
the input domain to be covered during testing. For example, a 
code coverage criterion provides test suite adequacy with 
respect to coverage of the program entities and also provides a 
check on its quality. Assuming testing criterion C which 
satisfies by the test suite T, a test case, t, is redundant if the 
suite T-{t} also satisfies C. Therefore, removing those test 
cases which are redundant with respect to some specific 
criteria preserves test suite's adequacy with respect to that 
criteria. In previous empirical studies researchers commonly 
applied various code coverage criteria in their reduction 
techniques. The results of empirical studies demonstrate that 
the percentage of the test suite size , reduced the percentage of 
faults. Usually a test suite reduction technique attempts at 
removing redundancy among test cases and retain the most 
effective test cases into the test suite. Effective test cases are 
those that satisfy most of the requirements as well as exposing 
the most of the existing faults.  Note that the more 
requirements are satisfied, the more execution paths within 
the program would be exercised which yields the all kinds of 
the faults to be exposed. 
TEST CASE CLASSIFICATION: 
System test cases cover the application from end to end. It is 
not based on the requirements given by the client. We need to 
cover the whole application. Test cases were classified into 
different types: 
• Graphical user interface testing 
• Usability testing 
• Performance testing 
• Compatibility testing 
• Error handling testing 
• Load testing 
• Volume testing 
• Stress testing 
• Security testing 
• Scalability testing 
• Sanity testing 
• Smoke testing 
• Exploratory testing 
• Ad hoc testing 
• Regression testing 
• Reliability testing 
• Installation testing 
• Maintenance testing 
• Recovery testing and failover testing. 
i. Applicability of case-based reasoning to test suite: 
The Case Based Reasoning as such can be tailored to meet the 
necessary condition for test suite reduction. The four Phases 
involved can be designed as below: 
   Retrieve: The retrieval case can only proceed once there is 
a proper structure storing the desired case in required format 
suitable for retrieval. In this direction a tree based approach is 
designed for the case. A partial DC tree is given in Fig-2, a 
Decision and Classification tree is constructed. A DC tree 

comprises of system test cases arranged based system artifacts 
of the following (typical but not restricted to): 
• Type of system testing 
• Modules of the system 
• Dependency between modules 
• Interfaces involved  
• Classes involved 
• Dependency between classes, etc.. 
In Case based reasoning the cases are constructed based on 
the above defined artifacts as attributes. The system test cases 
obtained from requirements are arranged as the separate case 
in low order of the tree. In fact a tree is constructed based on 
the above attribute and values. A system test case can fall 
under a particular system testing, module of a system, 
dependency between modules, interface, classes involved, 
dependency among classes and so forth which can be sub case 
for the major case. 

 

Fig-2: Partial DC Tree 

Specifically the test cases can be decided by the tester of the 
system test cases when he is performing it manually. 
Anyways this CBR approach will help in identifying the test 
cases based on the specified details like the following. A 
particular objective of system testing may be selected by the 
tester of system test cases and this will list out all the system 
test cases required for fulfilling the particular objective. On 
further clarity/querying  in information provided by the 
tester like the modules of the system to be tested, Dependency 
between modules, interface, classes involved, dependency 
among classes and so forth the retrieve can result in 
identifying a proper test case of choice which the tester may 
be looking for. In detail, further approach can be extended to 
index system test cases based on a system test case Identifier, 
which comprise of all the attributes forming the case. In this 
case the identification can be very easy for classification. Also 
any new case can be added further. Fig-3 signifies the same. 

 
Fig-3: phases of the Test Suite Optimization based on Case Based Reasoning 
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Reuse The retrieved set of test case forms a basis for the 
current scenario can also be taken up as a new case or sub 
case as defined previously. Any set of system test cases that 
are previously tested can also be used during regression 
testing. The result of system test can be any one of the 
following passed, failed, not yet tested. The system test cases 
which were previously distinguished as a test case can be 
reused again, thereby reusing test cases. 
Revise: The revision involves the testing of system test cases 
manually or automatic testing and thereby changing the status 
to one of the following states ie. Tested or not tested again 
tested can have two more sub states like tested but passed, 
tested but failed. The test cases can be revised among them so 
that not only test case states can be changed but tne cases can 
be added, duplicate system test cases can be eliminated, new 
cases can be added and so on. 
Retain: The test cases which were revised earlier can now 
form a part of newly created case/sub case or a old case/sub 
case being created. This can further be updated in the DC tree 
mentioned in earlier stage of DC tree. 
ii. Features of adaptive test suite system based on 

CBR framework: 
The Intended adaptive test suite system acts as a repository 
where System test cases are arranged in form of DC tree. The 
designed system along with DC tree is accessible to 
Tester(s).Tester who requires to test a system under 
development has to specify details regarding the following: 
• Type of system testing 
• Modules of the system 
• Dependency between modules 
• Interfaces involved  
• Classes involved 
• Dependency between classes, etc 
Based on more and more details a tester specifies out of the 
above (because test cases are arranged in above format only in 
the DC tree).The system is capable of doing the following: 
Test case Selection and Reduction 
The adaptive system can guide a tester in selection of test 
cases, when he is specifying the type of testing type of system 
testing, modules of the system, dependency between modules, 
interfaces involved, classes involved, dependency between 
classes, etc..The selected test cases are reduced by complexity 
of number of branches of tree at any given level in DC tree. 
Store the case history of Tester(s). 
• A Tester arriving at the untrained system can select all the 

available test cases that the CBR system suggests, later on 
the tester starts specifying the type of testing type of 
system testing, modules of the system, dependency 
between modules, interfaces involved, classes involved, 
dependency between classes, etc.. 

• More details the tester specifies he narrows down on the 
number of test cases in hand for the tester for selection.  

• The entire history of the test case selection is stored in 
case base under a specified case name specified by Tester 
(name being a non-significant identifier). 

• On further testing scenarios which are not relevant to 
existing cases in case base, new cases are stored in case 
base. 

• If a relevant scenario of testing happens to be repeated by 
any current tester, which is already in case base, the 
adaptive system comes into being suggesting few other 
matching cases by previous testers. Now the current tester 
can opt to select a new set of system test cases or a 
previously used set of case, which is suggested by the 
adaptive system. 

Most Frequently Tested cases/Scenarios/Modules/bugs 
Based on number of times a test case a particular stored test 
case in case base is being accessed, frequency can be assigned 
to test cases as such the help in understanding the importance 
of test case for testing of module/interface. Hence frequency 
of execution of case(of case-base)/test 
case/Scenario/module/bug verification is notified based on 
frequency count being assigned to test case ,whenever it is 
accessed/deemed more frequently by the tester.  
Test case Prioritization 
Test case prioritization techniques schedule test cases for 
execution in an order that attempts to increase their 
effectiveness to meeting some performance goal. Such a 
case-wide sequence of test case can be notified from weight 
age methods, sequencing method etc..which are few of 
prioritization techniques that are supported. Also they can 
represent severity of defects/test cases. Such test cases can 
really help during sanity/release testing of modules to the 
client. Lesser critical tester (resource) involvement is required 
even critical release of product to client, which may reduce 
project costs. Any of familiar priority based technique may be 
used for this case. 
Test case based Metric Evaluation 
Following are few test case metrics that can be evaluated 
using the above specified module in adaptive test case 
Conceptual System: 
• Functional or Test Coverage Metrics. 
• Software Release Metrics. 
• Software Maturity Metrics. 
• Reliability Metrics. 
These metrics are helpful in deciding the type of testing 
required, type of bugs found during test, severity of bugs, 
stability of module etc. 
Defect Prediction 

The test cases and the corresponding results help in 
identifying the defects in classes, modules, interfaces, system 
testing etc..A Naïve bayes or equivalent approach may 
suggest or help in concluding the defect prediction. 

Regression testing scenarios 
The basic feature of adaptivity to test cases is effective 

during regression testing, because they help in identifying the 
particular type of testing/test case required to test the 
module/class etc..A tester can get significant help during 
regression testing while it suggests about results of test cases 
previously tested, any modular changes affecting the test case 
results may easily be notified to the tester, which is significant 
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help to tester and improves productivity. A detailed 
discussion can correlate to a separate project on itself. 

 
Fig-4 Conceptual System for Adaptive Test suite with few features 

Above specified features form a Conceptual System for 
adaptive test suite optimization. 
iii. Benefit of case base in reasoning approach for 

selecting test cases 
Case based reasoning approach is based on the fact on how 
human beings think. Case base in adaptive test suite has the 
following features: 
• Storage of test cases used by tester. 
• Storage of testers experience in form of case in case base. 
• Storage of test case results for the already tested set of test 

cases for a module. 
• Deciding the mechanism for test case selection. 
• Assigning priority of test cases. 
• Deciding the modules to be tested. 
• Making Defect predictions in projects. 
CONCLUSION AND FUTURE WORK: 
In this paper, we described about the Case Base Reasoning 
and the phases involved in it, features that can be used with 
adaptive test suite optimization, benefits of test case base etc.. 
Further with respect to any decision tree based System test 
case selection algorithm can be used. The same adaptive 
technique can further be used to suggest the type of test case 
selection algorithm to be used for a particular type of system 
test case selection. A detailed discussion on this can further 
formulate a approach of case based reasoning applied to 
choosing a test case selection, prioritization method selection 
for a particular domain of product under development 
viz..embedded, Web based, SAP based, Cloud based etc.. 
Each feature specified in attachment with adaptive test suites 
can further promulgate to individual research items in 
themselves for various domains of Projects under 
development. Regression is vast feature out of the above that 
can be exploited to maximum extent. 

A Work of this nature is essential in wake of tools present 
for generation, execution of tools already available, but this 
work focuses on transfer of human knowledge, expertise, 

testing based on results of previous version of test cases 
executed, effective resource utilization(tester) in wake of 
reduced and effective execution of reduced set of test cases. 
This will further reduce testing costs to a greater extent in 
combination with other approaches already suggested by 
many other researchers. 
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Design a New Architecure of Audio Amplifiers 
Class-D for a Hardware Mobile Systems 

(Abstract) This paper presents the advantages of using Audio amplifiers-class-D which has an important role in every 
mobile system involving an audible sound. General power amplifiers till recently have been very inefficient, bulky and 
unreliable. Though Class AB amplifiers have major market share in the audio industry because of their efficiency 
compared to previous classes of amplifiers such as Class A and Class B, recent demand for smaller devices with longer 
battery life has resulted in replacement of class AB amplifiers (linear amplifiers) with Class D (switching amplifiers). 
Class D amplifiers provide the balance between efficiency and distortion required by portable devices, hi-fi audio systems, 
as they utilize the switching operation where the transistors are either fully on or fully off resulting in amplification with 
zero power dissipation ideally. The main focus of this thesis is to analyze various design issues involved in the 
implementation of class D amplifiers. As many designers in the future will be switching to Class D amplifiers because of 
the recent advances in switching amplifiers, an effort was made to develop the thesis so as to be able to serve as a basic 
reference guide which gives them a good understanding of existing architectures, challenges in efficient power amplifier 
design, modulation methods, power stage topologies and implementation of class D amplifiers. A detailed study of 
parameters and parasitic that affect the performance of class D amplifiers has been carried out with design, 
implementation, and simulation of various stages. Various component selection decisions and layout issues have been 
discussed for an efficient, low distortion class D amplifier. 
Keywords: Audio Amplifiers; Efficiency; Class D; Distortion; Modulation. 
 

1. INTRODUCTION 

The audio amplifier Class D is a switching amplifier that 
consists in a pulse width modulator (with switching 
frequency in order of several hundred kHz), a power bridge 
circuit and a low pass filter. This type of amplifier has 
demonstrated to have a very good performance. These 
include power efficiencies over 90%, THD under 0.01%, and 
low EMI noise levels that can be achieved with a good 
amplifier design. 

The old version of the audio amplifiers is the class AB 
which has been used for driving a speaker load in portable 
devices including cell phones. However, their power 
efficiency is typically less than 20%, which reduces the 
overall systems battery lifetime and increases the heat 
dissipation. 
 
This paper presents a the advantage of the use of class D 
amplifier for portable devices and a comparison with the 
other type of the audio amplifiers like class A, class B and 
class AB. The proposed work was experimentally verified 
using the technology 0.35-μm CMOS process; The amplifier 

achieves a power efficiency of 90% delivering up to 1.5W 
output power to an 8 ohm load, and operates with a 
2.5V-5.5V supply. 

2. THE ADVANTAGE AND THE 
INCONVENIENT OF THE DEFERENT 
AUDIO AMPLIFIERS 

Class A – In a Class A amplifier, the output devices are 
continuously conducting for the entire cycle, or in other 
words there is always bias current flowing in the output 
devices Fig.1. This topology has the least distortion and is 
the most linear [2], but at the same time is the least efficient 
at about 20%. The design is typically not complementary 
with high and low side output devices. 
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Fig.1. Amplifier Class A 

 

Class B – This type of amplifier operates in the opposite way 
to Class A amplifiers. The output devices only conduct for 
half the sinusoidal cycle (one conducts in the positive region, 
and one conducts in the negative region), or in other words, 
if there is no input signal then there is no current flow in the 
output devices. This class of amplifier is obviously more 
efficient than Class A, at about 50%, but has some issue with 
linearity at the crossover point, due to the time it takes to 
turn one device off and turn the other device on. 
 

 

 
 Fig.2. Amplifier Class B 

 
Class AB – This type of amplifier is a combination of the 
above two types, and is currently one of the most common 
types of power amplifier in existence Fig.3. Here both 
devices are allowed to conduct at the same time, but just a 
small amount near the crossover point. Hence each device is 
conducting for more than half a cycle but less than the whole 
cycle, so the inherent non-linearity of Class B designs is 
overcome, without the inefficiencies of a Class A design. The 
efficiencies for Class AB amplifiers is about 50%. 
 

 

Fig.3.Amplifier Class AB 

Class D – This class of amplifier is a switching or PWM 
(Pulse wide Modulation) amplifier as mentioned above[3], 
[4], [5]. This class of amplifier is the main focus of this 
application note. In this type of amplifier, the switches are 
either fully on or fully off, significantly reducing the power 
losses in the output devices [8]. 

Efficiencies of 90-95% are possible. The audio signal is 
used to modulate a PWM carrier signal, which drives the 
output devices, with the last stage being a low pass filter to 
remove the high frequency PWM carrier frequency. Class D 
amplifiers take on many different forms, some can have 
digital inputs and some can have analog inputs. Here, we will 
focus on the type which has analog inputs. 

 

Fig.4. Block Diagram of a class D Amplifier. 



International Journal of Computer Science and Application                                                          IJCSA 
 

 
IJCSA Volume 1, Issue 1 August 2012 PP. 6-11 www.ij-csa.org © Science and Engineering Publishing Company 

- 8 - 

Fig.4 above shows the basic block diagram for a Half Bridge 
Class D amplifier, with the waveforms at each stage. This 
circuit uses feedback from the output of the half-bridge to 
help compensate for variations in the bus voltages. So how 
does a Class D amplifier work?  

A Class D amplifier works in very much the same way as a 
PWM power supply (we will show the analogy later). Let’s 
start with an assumption that the input signal is a standard 
audio line level signal. This audio line level signal is 
sinusoidal with a frequency ranging from 20 Hz to 20 kHz 
typically. This signal is compared with a high frequency 
triangle or saw tooth waveform to create the PWM signal as 
seen in fig 5 below. This PWM signal is then used to drive 
the power stage, creating the amplified digital signal, and 
finally a low pass filter is applied to the signal to filter out 
the PWM carrier frequency and retrieve the sinusoidal audio 
signal (also seen in fig 4). 

 

Fig.5. Class D Amplifier Waveforms 

2.1 Design Challenges 

A. Top view 

The top schematic view of Class-D amplifier Fig. 6 is 
composed by a main part (inverting input integrator, triangle 
generator, PWM modulator, gate driver and MOSFET 
H-bridge) and secondary parts like common mode voltage 
and bias current generator, startup and protection circuit, 
input gain selector and shifter. 

Two analog power supplies (tailed together with 
decoupling capacitor on the circuit board) are used with an 
ESD (Electro Static Dielectric) protection and bonding and 
are not shown is this schematic but have been taken into 
account for simulation. 

 

Fig.6. Class D schematic 

2.2 Simulation Results And Comparison 

The class D audio amplifier has been integrated in a 0.25um, 
double-poly, triple-metal, BiCMOS process, occupying an 
area of 1.5 x 1.2 mm2 fig.9 show the Layout of the proposed 
Amplifier Class D. The measured output peak current was 
measured to be 0.35A into an 8 ohm load, using a 3.6V 
supply voltage. The IC consumed 2.5mA of quiescent current 
under those conditions with an output power of 0.5W and a 
power efficiency of 79%. A power efficiency of 90%, Fig.8 
shows that the comparison output efficiency between class-D 
and class-AB was achieved at a supply voltage of 6.5V. Fig. 
10 shows the efficiency versus power curve. The total 
harmonic distortion plus noise (THD+N) was measured with 
an Audio Precision (AP) measurement system [6], [7], [8]. 

A low pass filter had to be used at the output since the AP 
measurement system cannot handle pure class D audio 
amplifiers because of the high frequency PWM waveform. 
The THD+N measured under the above-mentioned 
conditions vary from under 0.04% at low frequencies to a 
maximum of 0.4% at 7 kHz. Fig. 7 shows a plot of the 
THD+N versus the power under different supply voltage 
levels [9], [10], [10], [12]. Fig 9 shows layout of Amplifier 
Class D with process 0.18 um. Table 1 summarizes the 
measured results. The output offset is higher than predicted 
in the simulations because of mismatch in the feedback and 
in the input resistors. 

B. Why use a low-pass RC output filter with Class-D 

amplifiers? 

Class-D audio power amplifier (APA) families use a 
modulation scheme that does not always require an output 
filter for operation, but they do require some sort of low-pass 
filtering when making an output power measurement or a 
THD+N measurement. This is because the 250-kHz 
switching signal is seen as a common-mode voltage across 
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the inputs of the audio measurement instrument. Typically, 
audio analyzing equipment has low common-mode rejection 
at 250 kHz, because the equipment is designed to work in the 
audio band. Although most audio analyzing instruments have 
internal filtering, they still have input amplifiers that cannot 
respond to the fast rising edges of the PWM signal. The 
purpose of the RC filter is to remove the 250-kHz switching 
component from the PWM output of a Class-D amplifier. 

C. Total Harmonic Distortion Plus Noise (THD+N) 

The typical THD+N measurement combines the effects of 
noise, distortion, and other undesired signals into one 
measurement and relates it (usually as a percentage) to the 
fundamental frequency. Ideally, only the fundamental test 
frequency of the sine-wave input is present at the output of 
the APA, which in practice is never the case. The THD+N 
measurement requires notching out the fundamental test 
frequency and measuring the RMS voltage (which includes 
unwanted harmonics and noise) across the audio band (which 
the AP does automatically) and then dividing that measured 
value by the fundamental test frequency value and 
expressing it as a percentage. 

D. Output Power 

Audio power amplifier design typically uses speakers with 
impedances from 3 Ω to 32 Ω. When calculating the power, 
the output voltage (Vout) is specified as an RMS value and 
the following equationis used: 

                            (1)                           

Where, 

PO = Output power 

RL = Load impedance 

And, 

 

 

       (2)                                   

 

Where, 
VO(P) = Peak voltage 
VO(PP) = Peak-to-peak voltage 
It is important to understand the relationships among peak 
output voltage (VO(P)), peak-to-peak  
output voltage (VO(PP)), and the RMS output voltage 
(VO(RMS)) because these specific values are used when 
calculating the output power delivered to the load. 
 

 

Fig. 7.  Shows the THD+N versus the power. 

 

 
Fig.8. Efficiency of  Class-D and Class-AB versus output 

power 

 

Fig.9. Layout of the proposed  Amplifier Class D. 
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TABLE1 : COPARISON BETWEEN CLASS AB  AND CLASS D. 

 Class-AB Class-D 

Effeciency 50 90 

Power 

Consuption 

500mA 200 mA 

Distorsio 0,5 0,1 

Area 2,5 mm2 1,5mm2 

3. CONCLUSIONS 

We have presented a new class D audio amplifier for low 
voltage applications with high efficiency and minimum 
system solution size. The amplifier is a great improvement 
over its class AB counterparts where it comes to battery 
powered application since it dissipates less power in the 
amplifier itself. 
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Using Cubic B-Splines Collocation 
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(Abstract) In this paper we extend the cubic B-splines collocation method to enable it to solve one-dimensional hyperbolic 
(eigenvalue and wave propagation) problems under arbitrary boundary conditions. This is achieved by analogy with the finite 
element method, introducing a ‘collocation mass matrix’ that cooperates with the previously known system matrix, now called 
‘collocation stiffness matrix’. In agreement with earlier findings on elliptic problems, we found that in time-dependent 
problems it is again sufficient to use double internal knots (C1-continuity) in conjunction with two collocation points between 
successive breakpoints. In this way, the number of unknowns becomes equal to the number of equations, which is twice the 
number of breakpoints. We paid particular attention to the handling of Neumann-type boundary conditions, where we found it 
necessary to properly eliminate a column in both mass and stiffness matrices. For the first time, we found that the cubic B-splines 
collocation procedure (with C1-continuity) leads to identical results with those obtained using piecewise Hermite collocation. The 
numerical examples show an excellent quality of the numerical solution, which is far superior to that of the conventional finite 
element method, for the same number of nodal points.  

Keywords: B-splines; Collocation; Eigenvalues; Hermite Polynomials; MATLAB; Transient Analysis. 

1.  INTRODUCTION 

In the framework of global interpolation methods based on 
Lagrange polynomials, it has been recently shown that the 
computation effort may be substantially reduced when 
applying the collocation instead of the Galerkin-Ritz 
formulation [1]. However, using spline curves, or piecewise 
polynomials, is more effective in representing the solution to 
the differential equation than pure polynomials [2]. The 
volume of Ascher et al. [3] provides a treatise on spline 
bases, collocation theory, and spline collocation for 
application to the numerical solution of 
boundary-value-problem (BVP) for ordinary differential 
equations (ODE). Fairweather and Meade [4] give an 
extensive review (273 papers covering the period 1934–1989) 
of collocation methods and various implementations. They 
describe the most common forms of collocation, including 
nodal, orthogonal, and collocation/Galerkin. An early work 
towards the solution of eigenvalue problems, however based 
on Schoenberg’s formulation [5], is [6]. 

In spite of the abovementioned work, so far most part of the 
relevant research focuses on mathematical topics and reduces 
mainly to elliptic problems. For example, the FORTRAN 
codes of [2] have been implemented also in the MATLAB 
software (formerly under the name splines tool) [7], but they 
operate ‘as is’ for the solution of linear and nonlinear elliptic 
problems only. This happens because (i) the eigenvalue and 
transient analysis require the construction of mass and 
stiffness collocation matrices, and (ii) although the  

 
implementation of Dirichlet type boundary conditions is a 
trivial task, the same does not hold for Neumann-type ones 
that require a special treatment. As for the state-of-the-art, the 
implementation of the function ‘spcol’ in time-dependent 
analysis has been made in very few biometrics [8] and 
chemical engineering applications [9].   

In this context, the primary aim of this paper is to 
investigate the applicability and performance of deBoor’s 
methodology [2] in the numerical solution of hyperbolic 
problems (eigenvalue and transient). The main novel feature 
of this work is the development of mass and stiffness 
collocation matrices analogous to the finite element method. 
Consequently, standard eigenvalue analysis based on the QR 
algorithm, and standard time-integration techniques such as 
the central difference method will be applied.  

In addition to the abovementioned global cubic B-splines 
collocation, piecewise-Hermite polynomials (without upwind 
features) that act between adjacent breakpoints [10] will be 
compared for the first time. The finding of coincidence is the 
secondary novel feature of this work.  

The theory is sustained by four one-dimensional numerical 
examples from the field of applied mechanics.  

2. FORMULATION  

Below is the formulation of typical static (thermal) and 
dynamic problems and then follows the global B-spline and 
piecewise Hermite interpolation.  

2.1 Thermal Analysis  

http://www.ij-csa.org/�
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International Journal of Computer Science and Application                                                          IJCSA 
 

 
IJCSA Volume 1, Issue 1 August 2012 PP. 12-18 www.ij-csa.org © Science and Engineering Publishing Company 

- 13 - 

The steady-state thermal behavior of structures follows 
Laplace equation. In the particular case of a radially 
symmetric structure the PDE degenerates to a simple ODE 
in terms of the radius r as follows: 

2

2

1
0

u u

r r r

∂ ∂
+ =

∂ ∂
      (1) 

2.2 Elastodynamics – Wave equation  

The vibration of an elastic rod is described through the usual 
hyperbolic differential equation: 

2

2x

u u
EA f A

x x t
ρ

∂ ∂ ∂
+ =

∂ ∂ ∂
 
 
 

    (2) 

where E  and ρ  denote the material properties, i.e. the 
Young’s modulus and the mass density, respectively, and A  
denotes the cross sectional area of the rod. Finally, xf  
denotes the distributed load along the longitudinal x-axis, 
while t denotes the time. In dynamic analysis, the axial 
displacement, u, is a function of both space and time (i.e. 

( ),u u x t= ), while in static analysis it is only a function of 
space  (i.e. ( )u u x= ).  

Introducing the velocity of the longitudinal elastic wave: 

c E ρ= ,       (3) 

in the absence of body forces ( 0xf = ), Eq.2 receives the 
well known form of an acoustic wave: 

( )2 2 2 2 2 01 c u t u x− =⋅∂ ∂ ∂ ∂ .   (4) 

It is well known that, besides elastic waves, Eq.4 can also 
describe wave propagation within acoustic pipes of constant 
cross-sectional area; in such a case the variable u corresponds 
to the acoustic pressure. 

2.3 B-splines Interpolation 

B-splines interpolation can be found in many textbooks 
[2,11], in which efficient procedures to determine the 
involved basis functions, ( ),i pN x , can be found. In general, 
the interpolation within an interval 0 x L≤ ≤  is given by:  

( ) ( ),
1

, 1, ,
n

i p i
i

u x N x a i n
=

= ⋅ =∑    (5) 

Concerning Eq.5, it should become clear that: 
The starting point for the construction of the functional 

set, ,i pN , is the selection of the breakpoints and the 
piecewise polynomial degree, p. Let us assume m 
breakpoints, which obviously define (m-1) segments. In the 
sequence, let the polynomial degree be p = 3 (cubic 
B-splines). 

(i) The variables ia  involved in Eq.5 are not directly 
associated to nodal values (those at the breakpoints), 

except of those two corresponding to the end points. 
(ii) The value of ‘n’ depends on the multiplicity chosen for 

the internal nodes. In this paper, we require C1

1pC −

-continuity, 
thus the multiplicity must be equal to two; therefore, ‘n’ is 
twice the number of breakpoints (n = 2m). In general, the 
spline curve is -continuous everywhere except at the 
location of the repeated knots where it is 

2pC − -continuous. 
(iii) Therefore, if we choose two collocation points within 

any of the aforementioned (m-1) segments defined by the 
breakpoints, we can obtain so many equations as the 
number of the unknown coefficients. In case of elliptic 
problems, the best choice was found to be two Gauss 
points at the well-known relative positions ( 1 3ξ = ± ), 
as also was found by deBoor and Swartz [12] (in elliptic 
problems).  

Typical plots of basis-functions are shown in Figure 1, in 
which double knots have been considered. It is noted that both 
the first and the last basis functions correspond to the left-end 
and the right-end axial displacement, respectively; these are 
also a mirror of each other with respect to the center of the 
interval [0,L], and equal to unity at the two ends. 

 
Figure 1. Basis functions in the domain [0,1]. In the top and the 
bottom there are four subintervals (m = 5) and eight subintervals (m = 
9), respectively; in both cases the internal breakpoints are considered 
with multiplicity of internal knots equal to two.  

2.4 Piecewise-Hermite Interpolation 

The domain is again uniformly divided into (m-1) segments 
using m nodal points (the ends are included). Starting from left 
to the right, the nodes are numbered by ascending order, 
whereas the 2m degrees of freedom are as follows: 
( ) ( ) ( )1 1 2 2, , , , , ,m mu q u q u q  with ( )

i
i x x

q u x
=

= ∂ ∂ . In this 
way, having considered the flux as an independent DOF, 
C1-continuity is ensured.  

Between any of the (m-1) segments, in local numbering the 
variable u is approximated by: 
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( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

1 1 2 1

3 2 4 2

,u x t N x u t N x q t

N x u t N x q t

= +

+ +
  (6) 

where the shape functions are the well-known Hermite 
polynomials (Figure 2), which are expressed in terms of the 
normalized coordinate ( )w x L= : 

( )

( )

( )

( )

2 3

2 3

1

2 3

2 3

2

2 3

2 3

3

2 3

2 3

4

1 3 2 1 3 2

2 2

3 2 3 2

x x
N w w w

L L

x x x
N w w w w L

L L L

x x
N w w w

L L

x x
N w w w L

L L

= − + = − +

= − + = − +

= − = −

= − + = − +

   
   
   

      
            

   
   
   

    
        

 (7) 

It is noted that the above notation presumes that the fluxes 1q  
and 2q  are both positive when directed to the positive x-axis. 
Then 1q  causes ‘compression’ while 2q  causes ‘tension’; 
also the corresponding shape functions in Figure 2 become 
anti-symmetric with respect to the middle of the interval [0,L] 
and obtain positive and negative values, respectively. If the 
convention for 2q  changes, both shape functions may 
become positive and symmetric with respect to the middle of 
the domain. Then, the ‘mirror’ property is obtained for both 
translational ( 1 2,u u ) and rotational ( 1 2,q q ) degrees of 
freedom.  

 
Figure 2. Hermite polynomials defined in [0,1] (blue: translational 
DOF (N1,N3), green: rotational DOF (N2,N4

3. COMPUTATIONAL PROCEDURE 

)). 

In all cases below, the ODE is collocated at the n = 2m Gauss 
points in the interior of the subintervals, i.e. at the locations: 

 
( ) ( ) ( )1 11

, 1, , 1
2 23

i i i i
col

x x x x
x i m+ +

+ −
= ± ⋅ = −    (8) 

Below, the computational procedure for dealing with 

eigenvalue and wave propagation problems is presented.  

3.1 Eigenvalue Problem 

Collocating Eq.4 at the abovementioned n = 2m Gauss points 
one obtains the well known matrix formulation [1]: 

 
[ ] ( ){ } [ ] ( ){ } ( ){ }t t t+ =M a K a f   (9) 

 
where [ ]M  and [ ]K , both of dimensions 
( ) ( )2 2 1 2n n m m− × ≡ − × , are the nonsymmetric mass and 
stiffness collocation matrices, respectively, which are given 
by: 

( )

( ) ( )

2

1
,

, 1, , 2 1 , 1, , 2

ij j i

ij j i

m N x
c

k N x i m j m

=

′′= − = − =

 
 
 

 

, (10) 

with ( )iN x  denoting the shape functions (in global 
numbering) at the collocation point ix , in ascending order 
from left to the right.  

It is remarkable that Eq.9 covers both cases, i.e. the global 
B-splines interpolation (cf. Eq.5) as well as the piecewise 
Hermite interpolation (cf. Eq.6 and Eq.7).  

Concerning the eigenvalue (free vibration) problem, the 
force vector ( ){ }tf  is taken equal to zero and, therefore, the 
eigenvalues are extracted by requiring: 

[ ] [ ]2det 0ω− =K M      (11) 

In this study we used the standard MATLAB function ‘eig’.  

3.2 Wave Propagation Problem 

The wave propagation problem can be generally solved using 
either modal analysis or one of the well known time-integration 
methods (explicit, implicit). In this paper we choose the central 
difference method [13]: 

( )1 12

1
2n n n nu u u u

t − +
= − +
∆

 and ( )1 1

1

2n n nu u u
t + −

= −
∆

 .  (12) 

Substituting Eq.12 into Eq.9, the last written for 
1n nt t t+ = + ∆ , one obtains: 

1 12 2 2

1 2 1
n n n nt t t+ −

= − − −
∆ ∆ ∆

     
     
     

M u f K M u M u ,  (13) 

from which we can solve for 1n+u . 

3.3 Boundary Conditions 

Despite the apparent simplicity of the procedure, some 
technical difficulties appear and require special treatment and 
explanation. First of all, it is reminded that two DOF exist at 
every nodal point (or breakpoint) for the piecewise cubic 
Hermite (or B-splines) collocation formulation. Concerning 
the left and right ends, the DOF correspond to the quantities u 
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and ( ) 0 orx Lq u x
=

= ∂ ∂ . In every formulation, the vector of the 
coefficients is as follows (it is reminded that the domain is 
uniformly divided into (m-1) segments using m nodal points, 
where the ends are included): 

Piecewise cubic Hermite:  

  { }1 1 2 2 1 1, , , , , , , , T
m m m mu q u q u q u q− −  

Cubic B-splines: 

  { }1 1 2 3 4 2 3 2 2 2 1 2, , , , , , , , T
m m m m ma u a a a a a a a u− − −≡ ≡  

Therefore, for a bar fixed at both ends (or an acoustic pipe 
open at its both ends), in the piecewise Hermite formulation it 
is sufficient to eliminate the first ( 1 0u = ) and the last minus 
one ( 0mu = ) columns of the matrices [M] and [K], while in 
B-splines formulation we must eliminate the first and the last 
column (it is reminded that B-splines have the “mirror” 
property).  

The situation becomes more complex when dealing with a 
free end (Neumann-type), for example at x=L. In this case the 
strain (or flux, or velocity) is zero or has a given value, but it is 
not always allowed to eliminate the corresponding column. In 
more details: 

(i) In piecewise Hermite formulation the DOF that 
corresponds to the vanishing flux at the end is quite 
independent of the rest DOFs, and therefore it can be 
directly eliminated. In contrast to the FEM analysis, none 
row is eliminated but only the corresponding columns. 
Therefore, starting from a matrix system of 
( ) ( )2 2 1 2n n m m− × ≡ − × dimensions, the elimination 
of two DOF leads to a system of 
( ) ( ) ( ) ( )2 2 2 1 2 1n n m m− × − ≡ − × −  dimensions.  

(ii) In B-splines formulation the elastic strain (or the acoustic 
flux/velocity) at the right free end (x=L) is not an 
independent variable but it can be derived by taking the 
first derivative of Eq.5: 

( ) ( ) ( ),
1

n

i p i
i

q L u L N L a
=

′ ′≡ = ⋅∑   (14a) 

Due to the compact support of the basis functions, for p=3 
only the last two out of the n=2m basis functions have a 
non-vanishing derivative at x=L. Therefore, it holds: 

( ) ( ) ( )
( ) ( )[ ]

( )

1 1

1

1

n n n n

n n
n

n

q L N L a N L a

q L N L a
a

N L

− −

−

−

= ′ ′⋅ + ⋅

′− ⋅
⇒ =

′

  (14b) 

For the solution of the eigenvalue problem we can assume 
that ( ) 0q L = , and therefore Eq.14b is somehow 
simplified. Concerning the matrix term 
[ ] [ ]( ) { }2ω− ⋅K M a , every row can be transformed from 

its initial form: 

( )
( )

1 1 , 2 2 , 1 1 ,

2

1 1 , 2 2 , 1 1 ,

i i n n i n n i n n

i i n n i n n i n n

k a k a k a k a

m a m a m a m aω

− − − −

− − − −

+ + + +

− + + + +




 (15) 

to the final expression: 

( ) ( )( )[ ]
( ) ( )( )[ ]

1 1 , 2 2 , , 1

2

1 1 , 2 2 , , 1

1

1

i i n n i n i n n

i i n n i n i n n

n n

n n

k a k a k k a

m a m a m m a

N L N L

N L N Lω

− − −

− − −

−

−

+ + + −

− + + + −

′ ′ ⋅

′ ′ ⋅





 (16) 
Therefore, concerning again B-splines collocation, in case of 
one Dirichlet boundary condition at x=0 and one Neumann 
condition at x=L, we proceed as follows. First we eliminate the 
first column ( 1 1 0a u= = ). Then we condense the last two 
columns in one by subtracting the (n-1)-th column (multiplied 
by the coefficient ( ) ( )1n nN L N L−

′ ′ ) from the last one. In 
this way we finally derive a system of 
( ) ( ) ( ) ( )2 2 2 1 2 1n n m m− × − ≡ − × −  dimensions.  

Note that the abovementioned condensation is not 
applicable to the piecewise Hermite formulation, obviously 
because ( ) ( )3 4 10,N L N w′ ′= = .  

4. NUMERICAL RESULTS 

The performance of the proposed global collocation method 
will be evaluated in four characteristic test cases: one static 
(to show the convergence quality) and three dynamic ones. As 
previously mentioned, from an engineering point of view the 
dynamic problems may concern either an elastic rod of 
constant cross-sectional area or, equivalently, an acoustic 
straight pipe. Since previous studies [12,14] concerning the 
elliptic problem have shown that the best choice is to use 
cubic B-splines in conjunction with collocation points taken at 
the two Gauss points between the uniformly distributed 
breakpoints, results will be presented for these conditions 
only. For comparison purposes, the collocation method is 
compared with the conventional finite element (FEM) 
solution, using the same nodes as the breakpoints. 

4.1. Problem 1: Steady-state Conduction in a 
Cylindrical Wall 

This example was chosen because it possesses a 
non-polynomial (logarithmic) solution. It refers to the 
potential problem (Laplace equation) with a ‘‘steep’’ 
temperature distribution, occurring along the radius of a thick 
long hollow cylinder. The latter is subject to given uniform 
inner surface temperature (u1 = 1000 oC) and a given uniform 
outer surface temperature (u2 = 0 oC) while the inner and outer 
radii are R1 = 1m and R2 = 32m, respectively. The analytical 
temperature distribution depends on the radial direction only:  

( ) ( ) ( ) ( )1 12 1 2 1 lnlnu r u r Ru u R R= + − ⋅    (17) 

The radius is divided into a variable number of n = 4, 8, 16, 
32 and 64 uniform segments. Based on the normalized L2 
error norm ( 2 100uL L= ×  in %): 
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( ) ( )2 2

1 1
2

2 2R R

exact exactR R
L u u dx u dx= −∫ ∫ , (18) 

The excellent quality of the convergence is shown in Table 1. 

 
Table 1. Convergence quality of the error norm. 

Number of subdivisions 
( n ) 

Energy norm  
Lu (in %) 

4 1.19E00 
8 0.73E-01 
16 0.20E-02 
32 2.54E-05 
64 1.74E-07 

4.2 Problem 2: Elastic Rod Fixed at Both Ends 

A rod of length L is fixed at x = 0 and x = L and is subject to 
axial free vibration (equivalently, we could refer to an acoustic 
pipe with both ends open). The exact eigenvalues are given by: 

( ) ( )22 , 1, 2,i i L E iω π ρ= ⋅ =     (19) 

The rod is uniformly divided into 1, 2, 4, 8, 16, 32 and 64 
segments. The numerical results are shown in Figure 3 where 
one can notice that the convergence is monotonic, of high 
quality and far superior to the conventional FEM solution. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

Figure 3. Errors (in %) of the calculated eigenvalues for an elastic rod 
with fixed ends (the horizontal axis refers to the number n of elements 

or subintervals of breakpoints). 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. Errors (in %) of the calculated eigenvalues for an elastic rod 
with fixed left and free right end (the horizontal axis refers to the 
number n of elements or subintervals of breakpoints). 

4.3 Problem 3: Elastic Rod Fixed at Left and Free 
at Right End 

The same rod is now analyzed for different boundary 
conditions (the equivalent acoustic pipe is open at left and 
close at right end). The quality of the calculated eigenvalues 
and the superiority to the FEM is shown in Figure 4, where it is 
expressed as an error (per cent) with respect to the exact 
solution: 

( ) ( )[ ]22 2 1 2 , 1, 2,i i L iEω π ρ= − ⋅ =    (20) 

4.4 Problem 4: Elastic Rod Subjected to a 
Heaviside Load 

An elastic rod of length L is fixed at one of its extremities 
(x=0) and it is subjected to an axial Heaviside type loading 

( )0 0L Eq H tσ = −  [N/m2] at the other one (x=L). The 
analytical solution can be found in [15,16]. For simplicity, all 
geometric and material data were assigned the unitary value. 
The (explicit) central difference scheme was applied.  

For the case of n=8 uniform intervals ( c E ρ= =1m/s), 
where the distance between two successive nodes equals to 

x∆ = 0.125m, a very upper limit for the time step could be 
cr
ˆ 0.125t∆ =  (CFL-criterion). However, for the sake of 

conservatism, the time step has been conservatively chosen 
equal to 0.02t x c∆ = ∆ =0.0025 s. The time history (6000 
steps) of the normalized axial displacement at the free end 
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(x=L) and the middle point (x=L/2) is shown in Figure 5 and 
is of excellent quality.  

 

 

 

 

 

 

 

 

 

Figure 5. Axial displacement at the free end (x=L) [blue line] and the 
middle [red line], using the proposed collocation method n = 8 
uniform intervals and time step 0.2t x c∆ = ∆ = 0.0025 s 

5.  DISCUSSION 

Similar to previous findings that were obtained for 
polynomials [1], the superiority of the proposed collocation 
method to that of the finite element method is due to its global 
character and the relatively high degree of the piecewise 
polynomials (p = 3). Clearly, the cubic B-splines interpolation 
is very smooth and can accurately approximate the involved 
eigenvectors, while the conventional finite element method 
uses piecewise linear (hat) shape functions that appear sharp 
edges at their interfaces (they posses only C0-continuity).  

In all elliptic and hyperbolic numerical examples of this 
study we found that the cubic B-splines collocation method 
leads to identical results with those obtained using the 
piecewise cubic Hermite collocation method. This numerical 
finding can be theoretically explained as follows. Since two 
knots are associated to each breakpoint (multiplicity equal to 
two) it implies that the splines curve is generally 

2pC − -continuous, where p is the degree of the piecewise 
polynomial. But as in this study the polynomial degree was 
chosen to be cubic ( 3p = ), the splines curve is 

1C -continuous, a fact that is consistent with the 
1C -continuity involved in piecewise Hermite approximation 

(also of third degree).  
Although in this type of problems the proposed B-splines 

interpolation is identical (as for the quality of the obtained 
results) with the piecewise cubic Hermite collocation method, 
the first is the vehicle to choose any multiplicity for the 
internal knots. For example, although no relevant results were 
reported in this study, we could alternatively choose the 
multiplicity be equal to one, instead of two. In such a case the 
numerical solution would be C2–continuous, as it would 

include a full cubic polynomial plus some Schoenberg’s 
truncated cubic monomials [5]. For example, if we divide the 
domain [0,L] into four segments, cubic B-splines 
approximation would lead to seven control points and seven 
associated coefficients, , 1, , 7ia i =  . However, since we 
deal with a two-point BVP, we have to determine only five 
out of the seven aforementioned coefficients. To this purpose 
one must choose at least five collocation points within the 
domain of length L. Obviously, one could use even more than 
five collocation points but then, since the number of equations 
would be larger than the number of variables, a least-squares 
scheme had to be applied. In the same example, although a 
choice of five (or more, in combination with the least-squares 
method) Gauss points or Chebyshev roots generally works, 
the quality of results becomes questionable while the 
DeBoor’s approach (double knots, and two collocation points 
between successive breakpoints) is always mathematically 
robust [12].  

6. CONCLUSIONS 

In this study we achieved to extend the well-known cubic 
B-splines collocation method, previously used in the solution 
of elliptic problems only, to one-dimensional hyperbolic ones 
under arbitrary (Dirichlet of Neumann) boundary conditions. 
The key point was that, in addition to the system matrix, we 
achieved to create a mass collocation matrix; thus the 
computational problem was formulated very similarly to the 
well known finite element method. Consequently, the 
eigenvalues were calculated in an algebraic way using standard 
QR algorithms, while wave propagation (time response) was 
predicted using a simple central-difference scheme for 
time-integration. The findings of this study show that the 
proposed technique has an excellent convergence and its 
overall performance is far superior to the conventional finite 
element method for the same number of nodal points. Another 
interesting finding is that, B-splines collocation based on two 
knots per breakpoint leads to identical eigenvalues and time 
response with those obtained using again the collocation 
method but in conjunction with piecewise cubic Hermitian 
polynomials. Although the results of this study reduced to 1D 
problems only, on-going research has revealed that extension 
to 2D (quadrilaterals) and 3D (boxlike) time-dependent 
problems is a straightforward procedure on the basis of tensor 
products of the involved control points per direction.  
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(Abstract) This article presents a highly flexible method for constructing high-girth quasi-cyclic low-density parity-check 
(QC-LDPC) codes. The proposed algorithm constructs a Tanner graph formed by connecting groups of rows (check nodes) 
and columns (variable nodes) of the constructed code. To obtain a sub-matrix structure, rows and columns are divided into 
groups of equal sizes. Rows and columns in a group are connected in their numerical (positional) order to obtain a cyclic 
structure. Connected rows and columns must satisfy the desired minimum cycle length. We present conditions that 
guarantee desired girths. The proposed algorithm is by far more flexible in constructing a wide range (rates and lengths) of 
regular and irregular QC-LDPC codes compared to existing methods. The algorithm, which has linear complexity with 
respect to the number of rows or columns, provides an easy and fast way to construct QC-LDPC codes. Constructed codes 
show good bit error rate performances.   

Keywords: QC-LDPC Codes; Tanner Graph; Girth; Code Rate and Length. 

1.  INTRODUCTION 

Quasi-Cyclic Low-Density Parity-Check (QC-LDPC) codes 
have been shown to be easily implementable in both encoder 
and decoder because of their block and cyclic properties [1]. 
They have also been shown to perform close to Shannon's 
capacity limit [2]. Performance of LDPC codes could be 
further improved by constructing codes with larger girths [3]. 
There are several methods for constructing QC-LDPC codes 
including algebraic, finite geometry, graphical and 
combinatorial techniques, examples of which are found in 
[4]--[8]. These construction methods avoid four-cycles by 
employing the row-column constraint. That is, no two rows 
share the same column more than once and vice versa. 
Although these methods can be used to construct a wide 
range of codes, they are generally limited in producing codes 
with arbitrary rates and lengths. They are also limited in 
their structure in that the number of sub-matrices and their 
configuration is fixed or limited in variability. The lack of 
flexibility constrains the variety of codes that could be 
constructed and may also constrain hardware 
implementation. 

In [7] girth 12 QC-LPDC codes are obtain based on 
special graphs in which three connected vertices are used to 
form a column. The limitations of this method is that, it 
works with (3,k) QC-LDPC codes, the sub-matrices sizes are 
not arbitrary and row and column weights are not always 
regular. QC-LPDC codes from finite geometries such as 
Euclidean (EG) and projective geometries (PG) are also 
limited in girth and code dimensions [6]. The same is true 
with QC-LDPC codes from Balanced Incomplete Block 
Designs (BIBD)[8]. The constraints for satisfying girths also 
involve use of prime numbers which restricts the size of 

sub-matrices. Other QC-LDPC codes construction methods 
such as one in [9] are also restrictive. The method 
guarantees girth 8 but restricts dimensions of obtained codes 
to multiples of 3k2xk3

In this article we propose a method for constructing 
high-girth QC-LDPC codes. The method is highly flexible in 
that regular and irregular codes could easily be obtained 
over a wide range of rates and lengths. The number of 
sub-matrices could also be varied unlike in most previous 
methods. The method was initially proposed in [11][12] as a 
general method for constructing QC-LPDC codes by random 
searching. In [11][12] a distance graph is constructed that is 
then converted into a parity-check matrix. However, girths 
higher than eight could not be guaranteed for codes with 
column-weight of two and girths higher than six for codes 
with column-weights higher than two. We add conditions to 
the initial algorithm in [11][12] to guarantee higher girths. 
We also construct a Tanner graph instead of a distance graph. 
Although distance graphs are more compact than a Tanner 
graph, the algorithm complexity is higher than when a 
Tanner graph is constructed. Our algorithm works in a 
similar way to the methods in [4][13][14] in that we set the 
conditions to satisfy a given girth with given row and 

, where k is code row-weight. One 
highly flexible construction method is found in [5] in which 
an arbitrary base or seed matrix could be used. A wide 
variety of rates and column and row weights can be used. 
The method sets algebraic conditions under which cycles of 
a particular girth are avoided for a given seed matrix. 
However, the conditions do not allow for all sizes of 
sub-matrices, p. A similar algorithm is found in [10] in 
which combinatorial designs are used to derive protographs 
that can result in girths higher than 12. This construction 
method also does not result in flexible codes and most 
obtained codes are also very large to be practically useful.  
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column weights then search for connections that satisfy 
these conditions. The advantage of our algorithm is that it 
works for any sub-matrix configuration or base matrix and 
could be used to obtain girths larger than 12. 

This article is structured as follows. Section 2 presents the 
proposed algorithm for constructing flexible and high-girth 
QC-LDPC codes. Conditions for avoiding small cycles in a 
Tanner graph are introduced and illustrated. Bit-error rate 
performance analysis of obtained codes is presented in 
Section 3. Section 4 has concluding remarks.   

2. PROPOSED ALGORITHM 
Random or pseudo-random construction algorithms such as 
bit-filling (BF) [15] and progressive-edge growth (PEG) [16] 
have been developed to construct a wide range of codes. 
These algorithms construct a LDPC code by connecting 
rows and columns of a code one at a time provided a 
targeted girth and or rate is not violated. We take advantage 
of the flexibility found in random search methods such as 
BF and PEG to construct a wide range of QC-LDPC codes. 
To obtain QC-LDPC codes we add some modifications to 
these random search algorithms. 

Our proposed algorithm has the following four main 
steps:  
1) Divide rows (check nodes) and columns (variable nodes) 
of the constructed code into j (column weight) and k 
(row-weight) or more equal size groups    respectively. 
The division of rows and columns into groups creates 
sub-matrices of the code.  
2) The row-groups (RG) and column-groups (CG) are then 
paired (connections) such that each row-group appears k 
times and each column-group j times. The number of each 
row-group or column-group appearances (connections) 
determines the rate of the code. If the number of group 
appearances varies an irregular code is obtained. Row and 
column group connections form a base matrix or protograph. 
3) For each row-column group (RCG) pair select a row, i, in 
the row-group, and search for a column, x, in the 
column-group that is at a desired distance (shortest path 
between nodes) from row i. Connect rows in the row-group 
to columns in the column-group according to the connection 
of row i and column x. That is, if row i is connected to 
column x, then row i+a is connected to column x+a. The 
connections are modulo of the size of row and column 
groups, p. These connections create a cyclic shift in the 
sub-matrices (shifted identity sub-matrices) of the 
constructed code. 
4) Use the obtained Tanner graph to form a parity check 
matrix. 

A (12,2,3) QC-LDPC code is constructed in Figure 1 to 
illustrate the steps of the algorithm above. The number of 
row-groups is two (column-weight) and three (row-weight) 
for column-groups. Each group is of size four. Row-groups 
are denoted as RG and column-groups as CG. The groups are 
paired  as[RG1,CG1],[RG1,CG2], 

[RG1,CG3],[RG2,CG1],[RG2,CG2] and [RG2,CG3] such 
that each row-group appears three ( k ) times and each 
column-group two ( j ) times. In each Row-Column group 
(RCG) connection a specified girth condition is observed. In 
 
 
 
 
 
 
 
 
 

 
 
 
 

 
 
Figure 1. Construction of a QC-LDPC Code Tanner graph 
 
 
 
 
 
 
   
 
 
 
 
 
 

 
Figure 2. A (12,2,3) QC-LDPC code in matrix form 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3. Structure of obtained quasi-cyclic LDPC codes 

RG1 

RG2 

CG1 CG2 CG3 

1    1    1    

 1    1    1   

  1    1    1  

   1    1    1 

1     1     1  

 1     1     1 

  1     1 1    

   1 1     1   

 

CG2 

x x 

i i 
Row- 
Groups 

RG2 RG1 

CG3 CG1 

x x x 
Column-
Groups 

  

Is Is Is Is 

Is Is Is Is 

Is  Is Is 

 

 

 

Is 0 Is 0 Is 0 Is 0 

0 Is 0 Is 0 Is 0 Is 

Is Is 0 0 0 Is Is 0 

Is 0 Is 0 Is 0 0 Is 

0 0 Is Is 0 Is Is 0 

0 Is 0 Is Is 0 0 Is 

 



International Journal of Computer Science and Application                                                          IJCSA 
 

 
IJCSA Volume 1, Issue 1 August 2012 PP. 19-25 www.ij-csa.org © Science and Engineering Publishing Company 

- 21 - 

this case four-cycles are avoided. Reference row i in RG1 is 
connected to the first columns labelled x in all the column 
groups and the connections are in bold. In each case the rest 
of the connections in RG1 follow that of row i and column x. 
In RG2 the reference row i is also connected to the same 
column x in CG1 and to the second and third columns 
labelled x in CG2 and CG3 respectively. The reference row i 
connects to columns x that do not form 4-cycles. The 
connections of RG2 are shifted by 1 and 2 in CG2 and CG3 
respectively. The search for column x could be done 
sequentially or randomly. In sequential searches, a 
column-group is searched from beginning to end in 
sequential order. In random searches, a column is chosen 
arbitrary in a column group. 

Figure 2 shows the matrix representation of the 
row-column connections of the code in Figure 1. The top 
row sub-matrices represent RG1 connections and the bottom 
sub-matrices RG2 connections. Column sub-matrices 
represent the three column-groups connections. When the 
number of row-groups and column-groups is equal to j and k 
respectively a code structure such as that of Figure 3 (a) is 
obtained where Is is a shifted p x p identity sub-matrix. 
When more than j row-groups or k column-groups are used, 
codes with zero sub-matrices are obtained as the example in 
Figure 3 (b) illustrates, where O is a p x p zero sub-matrix. 

2.1 Avoiding Four-Cycles 

In the four steps of the proposed algorithm outlined above, 
smaller cycles are avoided by connecting the reference row 
to a column that satisfies a desired distance. This condition 
guarantees girth of six if a column satisfying the distance 
of at least four is found. If the reference row i does not 
form a 4-cycle then all other rows in the same group do not 
form a 4-cycle. Figure 4 (a) shows how four-cycles are 
avoided to obtain girth of six. Column x must be at least a 
distance of four from row i. Since the connections of row b 
follow those of i, row b also avoids formation of 4-cycles. 
For row i+a (or row b) to form a 4-cycle, x+a = z+a in 
Figure 4(a). That is, x=z. Since i is not connected to z, 
(z!=x), then i+a also avoids 4-cycles. Also if i forms a 
six-cycle with x, b cannot not form a four-cycle with c. 
That would happen if i+a = b and x+a=c. That is, x is at a 
distance of 3 from i which should not be the case since we 
are searching for x with a distance of at least 4. 

To obtain girth of eight, six-cycles are avoided. The 
girth-condition in the proposed algorithm is also sufficient 
for girth of eight. That is, if reference row i does not form 
less than eight-cycles then the rest of the rows in the group 
also do not form cycles less than eight. Figure 4 (b) shows 
how six-cycles are avoided by connecting rows and 
columns that are apart by at least six.  Row i avoids 
connections to columns that are within a distance of six 
from itself. However, there is a possibility that smaller 
cycles could be formed when the rest of rows in the group 
are connected according to the reference row i. In Figure 

4(b) column z is not connected to row i because it does not 
meet the distance condition of at least six. There may be a 
column c at a distance of three from row i and row b in the 
same group with i that is at a distance of three from column 
x (i,b and c,x in the same groups) as in Figure 4(c). If the 
difference (as indicated by arrows in the Figure) from row i 
to row b is the same as that from column c to x then row b 
will be connected to c. With i already connected to x an 
eight-cycle is formed between i, x, b and c as shown in 
Figure 4(c). These kinds of connections may result in 
formation of smaller than desired cycles. In this case, the 
smallest possible cycle formed is eight. Therefore, 
girth-eight is guaranteed if row i and column x do not form 
a six-cycle. Smaller cycles are formed by nodes connection 
of nodes on both sides. The smallest path length between 
these nodes is 3 and when connected they form a path of 8. 

2.2 Avoiding Eight-Cycles  

To obtain girth-ten, eight cycles are avoided. The girth 
condition in the proposed algorithm does not guarantee girth 
of ten. That is, smaller cycles could be obtained even if the 
cycle between row i and column x is at least ten. Smaller 
cycles could be formed as in Figure 4 (c). Although, row i 
and column x do not form an eight-cycle, if they are 
connected, they may map row b onto column c which leads to 
an eight-cycle between rows i, b and columns x, c as 
described earlier. These connections are made when the 
difference from row i to row b is the same as the difference 
from column x to column c. The differences are modulo of 
row and column groups' size, p. To avoid, formation of 
eight-cycles when targeting ten-cycles, the difference between 
row i and b must not be the same as that of between columns 
x and c given that the distance from i to c and b to c is 3. This 
is in addition to the condition that column x must be at the 
distance of at least eight from row i before they are connected.  

2.3 Avoiding Ten-Cycles 

To obtain girth-twelve in the Tanner graph ten-cycles are 
avoided. The reference row i must be connected to column 
x that is at a distance of at least ten. As in the case of 
girth-ten, smaller cycles could be formed when the rest of 
rows and columns are connected according to the 
connection of reference row i and column x. Figure 5 
shows the conditions that lead to formation of ten-cycles 
even when row i and column x do not form less than 
twelve cycles. Rows i and b are in the same group and so 
are columns x and c. If row b is at a distance of 4 from row 
i and column c is also at a distance of 4 from column x then 
the connection i to x and b to c forms a ten-cycle as in part 
(a) of Figure 5. In part (b) of Figure 5 row b is at a 
distance of 3 from x and column c at a distance of 5 from i. 
In part (c) b is at a distance of 5 from x and column c is at a 
distance of 3 from i. If connecting i to x forces b to be 
connected to c then a ten-cycle is formed in each case. 
Therefore to avoid formation of ten-cycles, the conditions 
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in Figure 5 are avoided by ensuring that connecting i and x 
does not lead to a connection of b and c with the shown 
distances. The avoidance of ten-cycles is simply 
implemented by ensuring that the difference from row i to 
row b is not the same as that of from column x to column c. 
Eight cycles are avoided as described in subsection 2 
above. 

2.4 Avoiding Twelve-Cycles 

To obtain girths higher than twelve, twelve-cycles are 
avoided. Twelve-cycles are avoided in a similar way to eight 
and ten-cycles. However, to obtain girths higher than twelve 
the base matrix must satisfy certain conditions as derived in 
[17]. Conditions for girths of 16, 18 and 20 are also derived 
for the base matrix.  

Figure 6 shows conditions than lead to formation of 
twelve-cycles even when row i and column x do not form 
cycles less than fourteen. In part (a) of the Figure column c 
is at a distance of 5 from row i and x is also at a distance of 5 
from b. If the difference from row i to b is the same of that 
from column x to c then b is connected to c which forms a 
twelve-cycle with i and x.  A twelve-cycle is also formed 
when b is at a distance of 6 from i and x at a distance of 4 
 from b as in part (b) of the Figure. In part (c) row b is at a 
distance of 4 from i and column c at a distance of 6 from x. 
In part (d) row c is at a distance of 3 from row i and column 
x at a distance of 7 from b. Twelve-cycles are also formed 
when c is at a distance of 7 from i and x is at a distance of 3 
from b as in part (e) of Figure 6. To obtain girth of fourteen 
these conditions are avoided.   
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

 
 
Figure 4. Avoiding 4- and 6-cycles in Tanner graphs 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
Figure 5. Avoiding ten-cycles in Tanner graphs 
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Figure 6. Avoiding twelve-cycles in a Tanner graph 

2.5 Algorithm Analysis 

The algorithm’s conditions are that row i and x satisfy the 
desired girth and there are no connections of b and c that 
result in small cycles. The difference from i to b must not be 
equal to that of from x to c so that smaller cycles are not 
formed by b and c. Row-Column connections could be made 
either from the row or column side in the proposed algorithm. 
The algorithm is presented formally below with connections 
made from the row side. 
QC-LDPC Code Search Algorithm 
1) Divide code rows into j' equal groups of size p, (RG1...RGj') 
and columns into k' groups of size p, (CG1...CGk' ), where j' 
≥ j and k' ≥ k. k is code row-weight and j is column-weight. 
rx is row x. Urx is a set of rows and columns within a desired 
distance from row rx. cx is column x. Ucx is a set of rows and 
columns within a desired distance from column cx. Distance 
is the shortest path between any two nodes (rows or columns).  
2) Make row-column group (RCG) pairings according to your 
specifications such that each row-group appears k times and 
each column-group j times for regular codes. The number of 
such group pairings is j'k or k'j for regular codes. The 
row-column groups are (RCG1 ...RCGkj'

Select r

). 
3) For t = 1 to kj' { 

i from RG in RCGt, where 1 ≤ i ≥ p. 
Sequentially or randomly search for cx from CG 
in RCGt, where cx notin Uri and avoid smaller 
than desired cycles by using the difference 
condition. Else the algorithm 
fails. 
for z = 0 to p-1 { 
r i+z is connected to cx+z

o Searching for a column satisfying the distance in each 
group takes M/j' operations. Testing for the difference 
conditions also takes about M/j' operations. Therefore each 
row-column group pairing takes about 2M/j' operations. 

o Since there are kj' row-column group pairings for a regular 
code it takes 2j'kM/j' operations to complete all searches and 
connections. This is assuming the algorithm does not fail. The 
complexity of this algorithm is therefore O(M). However, this 
is a search algorithm and may fail many times even when it is 
possible to construct a code with some given parameters. 
Therefore, practically the algorithm may need many tries to 
obtain a code with given code parameters. 

As shown by the complexity analysis above, the proposed 
algorithm computational complexity is linear with the number 
of rows, M. Although each execution of the algorithm does 
not guarantee that we will get a code (that is, algorithm may 
fail in step 3), our experiments show that the algorithm 
constructs a code most of the time even for small groups sizes 
with girths less than ten as shown by our MATLAB code in 
[18]. We easily obtained codes with minimum group sizes [4] 
for girth-six and eight codes. However, for minimum sizes of 
sub-matrices and higher girths (larger than eight) the 
algorithm may take a long time to find a code with sub-matrix 
sizes closer to minimum sizes. 

2.6 Base Matrices with Zero Sub-Matrices 

Codes with Zero Sub-Matrices: Matrices with zero 
sub-matrices are designed by using row and column groups 
larger than row and column weights. The number and 
interconnection of row-column groups may be dictated by 
decoding performance, hardware architecture or just be 
random. Codes with zero sub-matrices could be regular or 
irregular. In [19][20] protographs are used to design codes 
that match the structure of a semi-parallel architecture. A 
protograph is a small bipartite graph from which a larger 
graph can be obtained by a copy-and-permute procedure. The 
protograph is copied a number of times and then edges of 
individual replicas are permuted to obtain a single, large 
graph. 

In [19] the protograph is designed to resemble decoder 
architecture. The decoder architecture may first be chosen 
based on a protograph decoding performance. Random or 
simulated annealing techniques were used to find the best 
performing protograph. Performance of the code also depends 
on the size of sub-matrices and their shift values. The matrix 
is expanded with p x p shifted identity sub-matrices. We could 
use the proposed algorithm to improve performance of 
constructed codes by improving their girths. The advantage of 
the proposed algorithm is that it can be used to construct 
codes with any sub-matrix or protograph configuration.  

. }} 
4) Use the obtained Tanner graph to form a parity-check 
matrix. 

One of the advantages of this algorithm compared to those 
in [11] [12][14] is that there is some pattern in the girth 
conditions. For example, avoiding eight-cycles the algorithm 
checks distances (path lengths) of 3 from row i and column x 
as in Figure 4(c). To avoid ten-cycles, rows and columns at 
distances of 3-5, 4-4, and 5-3 as in Figure 5 are searched. For 
twelve-cycles the distances are 3-7, 4-6, 5-5, 6-4, and 7-3 as 
in Figure 6. The two distances add up to the avoided cycle 
length minus two and the minimum path length is three. 
Minus two because of the two connections from i to x and a to 
b are not yet counted. The algorithm works in a similar way 
regardless of the number and connections of row and column 
groups. The code rate is simply varied by changing the 
column and rows weights accordingly. The code length is 
varied by changing the size of sub-matrices, p.  
The computational complexity of the algorithm is analysed 
and estimated in terms of the number of rows, M, and the 
number of row groups as follows. 
o There are j'k or k'j row-column groups pairings for regular 

codes and each group is of size M/j'. 

Irregular Codes: Carefully constructed irregular codes 
could have better performance compared to regular codes [21]. 
It was also shown in [22] that the degree of a variable node 
plays an important role in determining its error correcting 
performance. Variable nodes with a high degree tend to be 
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decoded correctly compared to others. By targeting message 
bits to have higher degrees compared to parity bits we can 
improve the performance of a parity-check code. In [23] 
irregular quasi-cyclic codes from difference sets were found 
to have slightly better performance compared to regular ones. 
As stated in our algorithm, if the number of row or column 
groups is not uniform we obtain irregular codes. We can 
therefore construct irregular codes by having different 
numbers of appearances for row or column groups or both. A 
group weight is equal to the number of times it appears in 
connections. The proposed algorithm could be used to further 
improve performance of irregular codes by increasing their 
girths.  

3. Performances Simulations 
Bit error rate (BER) performances of constructed codes were 
simulated on an AWGN channel with BPSK modulation. 
Performance curves are shown in Figures 7 and 8. Figure 7 
shows performance curves for (N,3,6) codes. Two new 
girth-ten (1998,3,6) QC-LDPC codes are compared against 
each other and a combinatorial QC-LDPC code [6]. One of 
the new QC-LDPC code is obtained with random selections 
while in the other code the searches for nodes satisfying the 
desired girth were sequential. Obtained QC-LDPC code using 
random selection performs better than the sequential 
QC-LPDC code. The results confirm what was found in 
[11][12] that  sequential QC-LDPC codes perform worse 
that randomly constructed codes at girths of 6 and 8. However, 
in the case of girth-ten codes the performance gap is less than 
in girth 6 and 8 codes. This may be due to less regularity 
(pattern) in connections in higher girths compared to 
small-girths codes. The random QC-LDPC code also 
outperforms the QC-LDPC code from [6] and a girth-six 
random code of the same size at the shown simulation range. 
Also shown in the Figure is a (1008,3,6) code that slightly 
outperforms a code of the same size and girth obtained using 
the method in [9]. The new code performance better by about 
0.05db at BER of 10-6.  

Figure 8 shows performance of a new girth-14 (5776,3,4) 
code compared to a girth-12 code of the same size and rate  
from [7]. Our girth-14 code is outperformed by the girth-12 
code. Also shown are high-rate QC-LDPC code performance 
curves. Our (3976,4,28) QC-LDPC code is slightly 
outperformed by a BIBD code[8] of the same rate and length 
in the shown range. At a rate 0.75 and code length of 4008, 
our code performs as well as a QC-LDPC code [4] of the 
same rate and length.  

Obtained codes using our proposed algorithm perform as 
well as codes from other construction methods in shown 
simulation ranges. They do not show any performance 
superiority over other codes of the same size, length and girth.  
In some cases they are outperformed by codes with lower 
girths. It has to be noted that the structure of a LDPC code 
also plays an important role in its performance. In [4] the 
author proposed one way of searching for codes with better 

minimum distance. Other techniques such as avoidance of 
stopping sets [24] may be used to further improve 
performance of obtained codes. These techniques could be 
used in our proposed algorithm in future to search for better 
performing codes.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7. BER performance of regular (N,3,6) QC-LDPC    
        Codes 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 8. BER performance of high rate and girth                           

QC-LDPC codes 

4. Conclusions 

A non-algebraic search algorithm for constructing high-girth 
quasi-cyclic LDPC codes has been presented. The algorithm 
is flexible in that, a wide range of rates and lengths can easily 
be obtained for both regular and irregular codes. The number 
and configuration of sub-matrices can also be changed to 
include zero sub-matrices. The algorithm is also simple to 
modify from one code design to another. For a given girth one 
needs to only change the group connections and size to obtain 
different code parameters. The algorithm offers more 
flexibility compared to previous developed QC-LDPC 
construction algorithms. Obtained codes show good BER 
performances comparable to random codes. Although 
obtained codes do not show BER performance superiority 
over other codes, they offer better flexibility in design.   
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(Abstract) This paper shows the behavior of TCP Reno with two packet drops without maximum congestion window for 
increase the reliability of network on chip (NoC).We simulate Ring NoC architecture with Network Simulator 2 (NS2). 
The simulation results reveal the applicability of TCP Reno protocol in Congestion Control in proposed architecture. 

 

1. INTRODUCTION   
Packet-based interconnection networks, known as Network-
on-Chip (NoC) architectures, are increasingly adopted in 
System-on-Chip (SoC) designs, which support numerous 
homogeneous and heterogeneous functional modules. 
Systems-on-chip (SoCs) for multimedia or telecommunication 
applications will contain a large number of process-ing 
elements (PEs) such as a DSP processor, RISC CPU, 
embedded RAM, graphics engine, etc. As a result, there is a 
need for high-throughput communications links between these 
blocks. There exist many bus based SoCs which are widely 
used in industry such as AMBA [1]. 

Transmission Control Protocol (TCP) is one of the core 
protocols of the TCP/IP Protocol Suite. TCP is used to provide 
reliable data between two nodes and works at the transport 
layer of the TCP/IP model. TCP operates at a higher level, 
concerned only with the two end systems, for example, a Web 
browser and a Web server. In particular, TCP provides reliable, 
ordered delivery of a stream of bytes from a program on one 
computer to another program on another computer. Besides the 
Web, other common applications of TCP include e-mail and 
file transfer. Among its other management tasks, TCP controls 
message size, the rate at which messages are exchanged, and 
network traffic congestion [2]. 

Commonly used TCP variant is TCP Reno and uses basic 
AIMD mechanism only to adjust their congestion window size. 
TCP Reno was the modified version of TCP Tahoe. These 
protocols are not scalable as the delay-bandwidth product of 
the network becomes larger [3] because additive increase is 
too slow and multiple decrease is too fast. Basic TCP uses 
packet loss only to adjust the congestion window size. So, 
TCP Vegas and FAST TCP are proposed to cope up the same 
problem. FAST TCP uses packet loss as well as queuing delay 
as the congestion control parameter and to adjust window after 
every RTT (Round Trip Time) [4-7]. 

TCP/IP model is made up of 4 layers i.e. Application layer, 
Transport layer, Internet layer, Network layer. Transmission  
Control Protocol (TCP) is one of the main protocols used at 
the transport layer. The TCP/IP header is shown as below: 

 
 

 
 
 
 
 
 
 
 
 
 
 

Fig. 1. the TCP header. 
Congestion is the phenomenon that occurs at a router when 

incoming packets arrive at a rate faster than the router can 
switch (or forward) them to an outgoing link. However, it is 
important to distinguish contention and congestion. 
“Contention occurs when multiple packets have to be queued 
at a switch (or a router) because they are competing for the 
same output link, whereas congestion means that the switch 
has so many packets queued that it runs out of buffer space and 
has to start dropping packets”.  

Congestive collapse  (or  congestion collapse) is a condition 
which a  packet switched  computer network  can reach, when 
little or no useful communication is happening due to 
congestion. Congestion collapse generally occurs at choke 
points in the network, where the total incoming traffic to a 
node exceeds the outgoing bandwidth. 

2. CLASSIFICATION OF CONGESTION 
CONTROL ALGORITHMS 
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The classification of congestion control algorithms in TCP 
was demonstrate as below: 

2.1 Slow Start Algorithm  
The Slow Start Algorithm tries to avoid congestion by 
sending data packets defensively. Therefore, two special 
variables named congestion window (cwnd) and Slow Start 
threshold (ssthresh) are stored on sender’s side. 

Initially, cwnd is sized to one packet when the sender 
injects a new packet into the network and waits for the 
Acknowledgment (ACK) [5]. from the receiver. Normally, 
this packet gets through the network and reaches the recipient 
in time, so it will be replied by an ACK. If this 
acknowledgment is received by the sender, cwnd is 
incremented; if network capacity is reached and packets get 
lost, the sender does not increment the number of packets any 
further. That means, by each sending cycle the number of 
injected data packets is doubled until network’s capacity is 
reached and the required ACK cannot get through. the Slow-
Start and Congestion Avoidance was shown s below: 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Slow-Start and Congestion Avoidance. 

2.2  Fast Retransmit Algorithm  
Fast Retransmit Algorithm uses explicit feedback methods to 
avoid long timeout periods waiting for packet retransmitting in 
case of packet loss. Such problems are inherent in packet-
switched data networks because every data packet can travel 
individually through the rest of the network and can use 
special routes from the sender to the recipient [8]. 
Consequently, the transmitted data packets will neither reach 
the recipient in accurate order nor complete continually. 
Therefore, after detecting a missing packet the recipient sends 
duplicated ACK packets for the last correct received packet 
until the missing packet receives. Unfortunately, TCP may use 
duplicate ACK packets to indicate out-of-order-packets, thus 
two ACK packets do not necessarily indicate a lost packet. 
Therefore, if a sender receives multiple ACK packets with the 
same sequence number, normally at least three of them, these 
packets indicate the last successfully transmitted packet. the 
Retransmit Algorithm was shown as below: 

2.3  Fast Recovery Algorithm 
A special Congestion Avoidance Algorithm often combined 
with Fast Retransmit to restart transmission at a higher 

throughput. rate than Slow Start is the FAST Recovery 
Algorithm. Fast Recovery starts when Fast Retransmit fails to 
work. If no further duplicate ACK packets are received for 
Fast Retransmit Algorithm the sender tries to return to normal 
sending state.  

2.4  Congestion Avoidance 
Congestion can occur when data arrives on a big pipe (a fast 
LAN) and gets sent out a smaller pipe (a slower WAN). 
Congestion can also occur when multiple input streams arrive 
at a router whose output capacity is less than the sum of the 
inputs. Congestion avoidance is a way to deal with lost packets 
[9]. The assumption of the algorithm is that packet loss caused 
by damage is very small (much less than 1%), therefore the 
loss of a packet signals congestion somewhere in the network 
between the source and destination. There are two indications 
of packet loss:  

A timeout occurring.  
Receipt of duplicate ACKs.  
Congestion avoidance and slow start are independent 

algorithms with different objectives. But when congestion 
occurs TCP must slow down its transmission rate of packets 
into the network, and then invoke slow start to get things going 
again. In practice they are implemented together. Congestion 
avoidance and slow start require that two variables be 
maintained for each connection: a congestion window(cwnd),  
and a slow start threshold size(ssthresh). 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Fast Retransmit Algorithm. 

3.   TYPES OF TCP PROTOCOLS 

3.1  Packet Loss-based Protocols  
These are the protocols which uses packet drop probability as 
the main factor for adjusting the window size. These variants 
of TCP use congestion control algorithms. There were 
developed initially and are still used. Loss based TCP 
protocols are more aggressive than the delay based TCP 
protocols [6]. These are classified as below: 
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Fig. 4. The Types of TCP Protocols. 

1) TCP Tahoe 
TCP Tahoe is the TCP variant developed by Jacobson in 1988 
[10].  It  uses  Additive  Increase  Multiplicative  Decrease 
(AIMD)  algorithm  to  adjust  window  size.  It  means  that 
increases the congestion window by one for successful packet 
delivery and reduces the window to half of its actual size  in 
case of data loss or any delay only when it receives the first 
negative  acknowledge.  In  case  of  timeout  event,  it  
reduces congestion window to 1 maximum segment size (MSS) 
[11]. TCP Tahoe has following specification:  
•  TCP Tahoe uses packet loss probability to adjust the  
congestion window size.  
•  During  Slow  Start  stage,  TCP  Tahoe  increases  
window  size  exponentially  i.e.  for  every  
acknowledgement received, it sends two packets.  
•  During  Congestion  Avoidance,  it  increases  the  
window  size  by  one  packet  per Round Trip Time  
(RTT) so as to avoid congestion.  
•  In case of packet loss, it reduces the window size to  
one and enters in Slow Start stage. 

2) TCP Reno 
This Reno retains the basic principle of Tahoe, such as slow 
starts and the coarse grain re-transmit timer. However it adds 
some intelligence over it so that lost packets are detected 
earlier and the pipeline is not emptied every time a packet is 
lost. Reno requires that we receive immediate 
acknowledgement whenever a segment is received. The logic 
behind this is that whenever we receive a duplicate 
acknowledgment, then his duplicate acknowledgment could 
have been received if the next segment in sequence expected, 
has been delayed in the network and the segments reached 
there out of order or else that the packet is lost. If we receive a 
number of duplicate acknowledgements then that means that 
sufficient time has passed and even if the segment had taken a 
longer path, it should have gotten to the receiver by now. 
There is a very high probability that it was lost so Reno 

suggests an algorithm called ‘Fast Re-Transmit’. Whenever we 
receive 3 duplicate ACK’s we take it as a sign that the segment 
was lost, so we re-transmit the segment without waiting for 
timeout. Thus we manage to re-transmit the segment with the 
pipe almost full [12].  

3.2  Delay-Based TCP Protocols 
Delay-based algorithms were developed so as to provide stable 
throughput at the receiver end. These TCP variants use 
congestion avoidance algorithms to avoid the packet loss and 
are less aggressive than packet loss based TCP protocols. 
Delay-based algorithms can maintain a constant window size 
avoiding the oscillations inherent in loss-based algorithms 
[13].These are classified as below: 

3) TCP Vegas 
TCP Vegas is a congestion control or network congestion 
avoidance algorithm that emphasizes packet delay, rather than 
packet loss, to determine the rate at which to send packets. 
TCP Vegas detects congestion during every stage based on 
increasing Round Trip Time (RTT) values of the packets in the 
connection unlike Reno, Tahoe etc. which detect congestion 
only after it has actually happened via packet drops [14]. 
• TCP Vegas adjusts the source rate before actually packet is 
dropped. 
• Queuing delay is the difference between base RTT and avg 
RTT. 
• TCP Vegas decreases the source rate in case of increase in 
queuing delay value and increases in case of decrease in 
queuing delay. 

4) FAST TCP  
FAST TCP is a new TCP congestion control algorithm for 
high-speed long-distance networks; it aims to rapidly stabilize 
networks into steady, efficient and fair operating points. It uses 
queuing delay, in addition to packet loss, as a congestion 
signal. Queuing delay provides a finer measure of congestion 
and scales more naturally with network capacity than packet 
loss probability does [15]. Using the queuing delay as a 
congestion measure in its window updating equation [4], 
allows FAST TCP to overcome difficulties [16] encountered 
by currently used algorithms (such as TCP Reno [12]) in 
networks with large bandwidth-delay products. 

4. SYSTEM ARCHITECTURE 

4.1  Hardware Architectures 
The common characteristic of NoC architectures is that the 
constituent IP cores communicate with each other through 
switches [17]. In network-on-chip the bandwidth between 
resource (IPs) and switches is very higher than the bandwidth 
between switch to switch. The ring NoC has shown as below: 
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Fig. 5. The Ring Network on Chip. 

As shown in fig. 5, The Square was processor elements and 
the circle elements were switches that connect to each other.  

5. EVALUATIONS 

5.1  Simulation Framework 
In this paper, we have modeled our NoC architecture concepts 
with the widely used network simulator ns-2 [18]. NS-2 has 
been widely applied in research related to the design and 
evaluation of computer networks and to evaluate various 
design options for NoC architectures [19], including the design 
of routers, communication protocols, etc.  

We consider that two Res11 and Res44 communicate with 
each other through network. the bandwidth between resources 
and switches was equals to 8 megabits/sec and the bandwidth  
between switches was equals to 800 kilobit/sec. the link delay 
between resources and switches was equals to 10 milliseconds 
and the link delay between switches was equals to 15  
milliseconds. The ssthresh is set two packets. 

5.2  Fast Retransmission 
As shown in fig. 6, TCP Reno cannot recover from multiple 
losses in one window size without a timeout. The first packet 
loss can be recovered by fast retransmission. The second 
packet loss cannot get enough duplicate acknowledgments for 
fast retransmission and has to wait for retransmission timeout 
to recover from loosing. 

 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig. 6. Sequence Number of TCP Reno in switch. 

5.3  Congestion Window 
As shown in fig. 7, Congestion window is the flow control set 
by the traffic source. Advertised window is the flow control 
performed by the TCP sink. Thus maximum congestion 
window has the same effect as the TCP sink advertised 
window size. 
       

 
 
 

 
 
 
 
 
 
 
 
 
 
 

 
Fig. 7. Congestion window (cwnd), slow start threshold 

(ssthresh) and receiver window (rwnd). 

6. CONCLUSION AND FUTUREWORK 
This paper shows that TCP Tahoe protocol have the most 
influence on congestion control. In the future, we will 
investigate the problem of optimal buffer allocation for loss-
based and delay-based protocols in more detail. Also, we will 
explore mechanisms for detecting loss-based flows sharing the 
same link queue with delay-based  flows.  
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