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Abstract 

A tower was equipped with temperature and wind-speed sensors at different heights to monitor weather conditions needed to 

quantify atmospheric stability throughout the day. Data presented in this study showed consistent patterns of atmospheric 

stability occurring primarily between the hours of 18:00 and 06:00 hrs during summer months on clear days. Further, our results 

verified correctness of the three-degree rule in Arkansas when spraying on clear days in the summer months. This study is 

informative for pilots and farm managers to schedule aerial application assuring that spraying will not occur under stable 

atmospheric conditions to avoid off-target drift.   
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Introduction 

Crop protection materials and harvesting aids applied from both aircraft and ground sprayers can drift off-target 

due to many factors such as nozzle type and orientation, spray pressure, and application height. Droplet size, 

which is influenced by nozzle and spray formulation interaction, is a significant factor for near-field off-target drift 

(Ozkan, 1998).  Uncontrollable weather factors must also be considered, and it is incumbent on the applicator to 

schedule application during periods that do not exacerbate off-target drift or off-target movement of spray. For 

good environmental stewardship from aerial application of crop protection materials, it is essential that the 

applicator avoid application under ‘stable’ atmospheric conditions when a temperature inversion is likely to occur. 

Spraying must not occur where a temperature inversion prevents the spray cloud settling within the treated area 

(FAO, 2001). The detrimental effects on cotton of spraying 2, 4-D to rice or pastures under conditions of a 

temperature inversion have been documented (Bennett, 2006). Based on field and extension reports the increased 

number of drift complaints in East Arkansas were most likely the result of multiple applications of 2,4-D under 

stable atmospheric conditions. Under those conditions, a parcel of air cannot rise and disperse, but it can move 

laterally in the light variable winds typical of a surface inversion (Ramsey, 2001). The plumes of small droplets 

remaining suspended in air is dispersed through the atmospheric boundary layer in much the same manner as 

other air pollutants (Stoughton et al., 1997). A spray layer applied under stable conditions is thus “ready to move” 

off target when the wind picks up (Bennett, 2006). Basic studies have been performed to quantify the mechanisms 

and to model increase in wind speed due to morning heating of the atmospheric boundary layer (Lapworth, 2006). 

Although not indicated as an example application, these relationships also have a direct effect on when it is safe to 

spray crop protection materials. Mahrt et al. (1998) attempted to characterize weakly stable, transition-stable, and 

very stable nocturnal boundary layer regimes in a heavily instrumented set of experiments as a function of several 
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factors including wind. Although aerial spraying does not typically occur at night, these relationships could be 

useful in examining spray cloud movement from nocturnal ground spraying.  Miller and Stoughton (1999) actually 

tracked plumes of small droplets as a function of atmospheric stability. As expected, the time that it took for 

droplet dispersal was primarily controlled by atmospheric stability.  

Surface temperature inversions occur during night-time surface cooling and until morning surface heating 

(Beychock, 1994; Ramsey, 2001). These conditions usually occur at sunset to just after sunrise, under windless to 

low wind conditions, and under clear to partly cloudy skies. Other indicators are the presence of ground fog (if 

sufficient humidity exists), dust hanging over a roadway, smoke from a chimney forming a layer, and dew or frost 

(also if sufficient humidity exists). However, many of these indicators illustrate the ‘potential’ for temperature 

inversions and duration of these events can be highly variable. For the latitude of College Station, TX, Fritz et al. 

(2008) indicated that stable atmospheric conditions (unfavorable for spraying) occurred when wind speeds were 

2.0 m s-1 or below. The authors also documented that daytime (06:00 to 18:30) temperature inversions occurred 

between 57 and 65% of the monitored days.  

Some States in the US where aerial application is prevalent have adopted guidelines for management of spray drift 

from ground and aerial applications, but recommendations vary widely and in scope regarding spray application 

under conditions favorable for temperature inversion or stable atmosphere.  Section 219.06 of Mississippi 

applicators licensing rule (MDAC, 2016) states “Smoke and/or other suitable means shall be used to detect 

inversion conditions and determine wind direction and speed.”  This refers to the direction of smoke as an 

indicator of whether it is safe to spray. A guideline from Australia (CSIRO, 2002) indicates that the presence of an 

inversion can also be indicated by driving a vehicle along a dusty track and observing movement of dust, and the 

EPA has proposed a pesticide applicators rule that requires applicators show proficiency in use of smoke 

generators for determining off target movement of spray (Wiggins, 2015).  

Because of concerns such as those outlined by Bennett (2006), guidelines in Arkansas have been revised to include 

quite specific language concerning conditions to avoid spraying during an atmospheric temperature inversion. A 

rule from the Arkansas State Plant Board (ASPB, 2008), states that “Herbicide applications may not be made under 

conditions where the spray may possibly be entrained in an inversion layer.” The regulation goes on to state “As 

an indicator that an inversion is unlikely to exist, the applicator shall record the ambient temperature measured at 

the field of application for each application. Inversions are much less likely to exist if the temperature has increased 

three (3) degrees Fahrenheit from the morning low at the time of application for applications made before noon or 

has not decreased more than three (3) degrees Fahrenheit from the afternoon high for applications made after 

noon.”  It is not clear however, where information to develop these guidelines originated, and no seasonal 

dependency was implied for the recommendation. It would thus be useful and instructive to document the time 

and duration of stable atmosphere and temperature profiles on a seasonal basis to present better guidelines for 

agricultural pilots. By using an instrumented tall tower, temperature and wind profiles that indicate both the 

presence of surface and aloft temperature inversions and ultimately, atmospheric stability known to influence off-

target movement of spray, could be determined. This study presents data from towers used to calculate stability 

ratios. These data can help facilitate recommendations on times of day that are likely to be of concern when 

spraying crop protection materials.   

Objectives 

Objectives of this study were  

1.To measure weather variables on an instrumented tower and use these data to determine temporal atmospheric 

stability. 

2.To use atmospheric stability criteria from example periods representing a range of conditions to determine times 

of day and weather conditions favorable for a stable atmosphere. 

3.Using stability criteria, develop guidelines for aerial applicators on times of day, wind conditions, air 



Atmospheric Stability Intervals Influencing the Potential for Off-Target Movement                                     3 

   

temperatures, and times of year to avoid spraying under stable atmospheric conditions   

Materials and Methods 

A tall tower was set up at the USDA ARS CPSRU Mechanization Research Farms, Stoneville, MS (Figure 1).  The 

tower was equipped with Omega 44000 series precision thermistors of 0.1% interchangeability to measure air 

temperatures, Qualimetrics model 2030 anemometers to measure wind speed, and a Met-One 024A wind direction 

sensor. The temperature sensors were placed at 4.6, 9, 14, 18.3, 23, and 27.4 m for temperature;  4.6, 12, 20, and 27.4 

m for monitoring wind speeds. 

 
FIGURE 1. TALL WEATHER TOWER FOR DATA ACQUISITION. 

A Campbell CR-21X micrologger was used for data acquisition and was setup in pulse counting mode for the wind 

speed sensors. The CR-21X was programmed in a half-bridge mode with precision completion resistors to measure 

output from the thermistors using 5000 mv excitation. The wind direction sensor also utilized the precise excitation 

voltage. Weather data were obtained from April through October 2004 and read every five minutes. These data 

were periodically downloaded from data cans for further processing using a custom-designed program written in 

SAS 8.2 (SAS Institute, Cary, NC, USA). This program created a spreadsheet file from raw data for each block of 

downloaded data, and data files for each month were created.  Data read every five minutes were averaged over a 

one hour period and a resulting spreadsheet file was regenerated using a custom routine programmed in Matlab®  

R2010a (Mathworks, Natick, MS USA).    

Using the collected meteorological data, the Stability Ratio (SR) (Munn, 1966) was calculated as: 
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where 
1ZT and 

2ZT are temperature (oC) at height z1 and z2 and 
3ZWS the wind speed (cm/sec) measured at a 

height of z3 between z1 and z2,, which is the measured equidistant between z1 and z2 on a log scale. Yates et al. 

(1974) used heights of 2.4 and 9.8 m for z1 and z2, respectively, and a wind speed measurement height of 4.9 m. 

To calculate SR, temperatures were measured at 4.6 m and 9 m for 
1ZT and 

2ZT . Wind speed 
3ZWS was measured 

at 4.6 m. This height was not equidistant between the two temperature levels for strict application of Equation (1), 

but this discrepancy will be addressed later. Diurnal atmospheric stability can be determined based atmospheric 

stability classes as illustrated Table 1 for calculation of stability ratio. 

TABLE 1. ATMOSPHERIC STABILITY CATEGORIES AS A FUNCTION OF STABILITY RATIO (SR) RANGES (YATES ET AL., 1974) 

Atmospheric Stability Category SR Range 

Unstable 

Neutral 

Stable 

Very Stable 

-1.7 to -0.1 

-0.1 to 0.1 

0.1 to 1.2 

1.2 to 4.9 

Results and Discussion 

Before evaluating ASPB (2008) criteria for daytime spraying at transition times between stable and unstable states, 

it is instructive to determine the likelihood that safe spraying could occur during night-time hours. Night spraying 

is sometimes desirable for ground spraying, although aerial spraying at night is primarily conducted in the 

Southwest U.S. deserts, far from neighboring areas. Data presented in the study presented herein showed 

consistent patterns of atmospheric stability primarily between the hours of 1800 and 0600 in the summer months, 

which is also consistent with a study in College Station, TX (Fritz et al., 2008). Figure 1 illustrates a 63% average 

probability of either stable or strongly stable conditions occurring between 1900 and 0600 over the period of 14 

April 2004 to 6 November 2004. Neutral conditions occurred 23% of the time and unstable conditions occurred 14% 

of the time. Probability of either stable or strongly stable conditions over the logging period was 63%, which 

compares well with 57 % and 65% of days monitored in Texas over two different stations. Enough wind at night 

can cause sufficient mixing and create unstable atmospheric conditions suitable for spraying.  It is cautioned, 

however, that ground spraying during high winds can exacerbate off–target near-field drift. 

Figures 3 through 7 illustrate weather data and stability ratios representing a range of atmospheric combinations 

over a single season.  As Equation (1) is mechanistic and simply requires combinations of wind and temperature 

values to determine atmospheric stability, five days over the cropping season were chosen to illustrate a range of 

conditions that would be encountered by aerial applicators to make decisions on whether to spray based on results 

obtained from Equation (1).  Diurnal changes that influence atmospheric stability were clearly illustrated within 

these periods.  Table 2 shows transitional periods and stability ratios for the five selected dates. For 15 April 2004 

(Figure 2), the transition point from stable conditions (unfavorable for aerial application) to unstable conditions in 

the morning hours occurred between about 06:00 and 07:00. This response characterizes a typically smooth 

transition between states as categorized in Table 1. It is interesting to note that stable or very stable conditions were 

still prevalent at relatively high wind speeds (between 1.25 to 1.60 m s-1). In the evening, stable conditions began to 

occur after about 18:00 (6:00 PM) at very low wind speed (0.23 m s-1) and 4.6 m height.   

The plot of 15 July (Figure 2) indicates more variable wind, although diurnal temperature cycles followed a similar 

smooth pattern as did the 15 April plot. Within the morning hours normally indicating stable conditions, 

fluctuations between stable and unstable conditions inversely tracked wind speed fluctuations, as would be 

expected. Evening hours showed transition to stable conditions after 18:00 as in the 15 April plot, and stable 

conditions were clearly in place when wind speed decreased to 0.67 m s-1. The 16 August plot (Figure 5) shows a 

similar trend to the July plot except that the ‘strength’ of late afternoon stability at 19:00 was not as great. Wind 

speed was higher (1.52 m s-1) as compared with 1.51 m s-1 in July. The atmosphere was still classified as ‘stable’ at 
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a wind speed of 1.52 m s-1  on 16 August.  
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FIGURE 2. PROBABILITY DISTRIBUTION OF ATMOSPHERIC STABILITY CLASSIFICATION BY TIME OF THE DAY BETWEEN 14 APRIL, 

2004 AND 6 NOVEMBER, 2004. 

Not until 08:00 were neutral conditions established (Table 2) for either 15 September or 15 October (Figures 6 and 7, 

respectively).  Figure 7 illustrates weakly stable conditions during the early morning hours after midnight because 

of higher wind speeds hovering in the 1.11 m s-1 range until 08:00. The transition to stable conditions in the 

evening occurred after 1800 as the wind speed measured at 4.6 m dipped to 0.89 ms-1.  The 15 September plot 

indicated high winds continuing until midnight and corresponding neutral conditions. Stable conditions became 

apparent as the wind speed slowed at night.  

Table 2 indicates that the criteria for unstable or neutral conditions suitable for spraying were satisfied at 07:00 on 

both 15 July and 16 August. Criteria for neutral or unstable conditions were not satisfied until 08:00 in April, 

September, or October. As indicated herein, a rule written for Arkansas (ASPB, 2008) indicates a required 1.67 º C 

temperature rise in the morning hours before aerial spraying can occur safely (in neutral or unstable atmosphere). 

Temperature rise as specified by the ASPB rule to achieve these conditions was exceeded on all example days 

except 15 April. This could be a significant finding as aerial spraying for burn-down herbicide customarily occurs 

in the late winter and early spring, so pilots may thus need to delay spraying in the morning during the cooler 

months. Stable or very stable conditions returned by 1900 in July and August and by 18:00 in April and October. 

The values for September are not shown because higher winds kept conditions unstable during this period (Figure 

6). The ASPB rule of stopping spray before a 1.67 º C temperature decrease appeared to be exceeded for all example 

dates shown in Table 2 except April. However, an unstable condition was still indicated on 15 July when this value 

was exceeded indicating that a 1.67 º C reduction was rather conservative. Likewise, the temperature reduction 

result almost matched a 1.67 º C for 15 August while unstable conditions still prevailed. For July and August 

however, the ratio indicating instability was rather weak (-0.40 and -0.41 respectively) at 18:00. In April, wind was 

very calm in the afternoon and atmosphere became very stable rapidly before air temperature measured at 4.6 m 

decreased appreciably. The transition from stable to very stable conditions thus indicated high sensitivity to small 

temperature inversions after 17:00.    
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TABLE 2.  ATMOSPHERIC STABILITY RATIOS FOR FIVE SELECTED DATES USING AIR TEMPERATURES MEASURED AT 4.6M AND 9.8M. TEMPERATURE CHANGE 

INDICATED IN BOLD DUE TO CHANGE OF STATE CAN BE COMPARED WITH GUIDELINES FOR REQUIRED 1.67 º C TEMPERATURE DIFFERENCE (INCREASE IN 

MORNING; DECREASE AT NIGHT) TO ASSURE UNSTABLE CONDITIONS (ASPB, 2008). 

Julian 

Day 
Date Time 

Time offset 

from 

sunrise/sunset 

(min) 

Stability 

Classification 

Stability 

Ratio 

Wind 

Speed 

(m/s) 

Air 

Temperature 

(º C), 4.6m 

Temperature 

Change 

(º C) 

ASPB 

Criteria 

Met? 

106 
15-

Apr 
06:00 -33 V-stable 3.67 1.23 9.50 0.40  

  07:00 27 Stable 0.76 1.64 11.20 2.10  

  08:00 87 Neutral -0.08 2.73 13.70 4.60 Yes 

          

  17:00 -155 Unstable -1.70 0.23 24.20 -0.05  

  18:00 -95 V-stable 4.90 0.23 23.30 -0.92 No 

          

197 
15-

Jul 
06:00 -5 V-stable 4.90 0.39 24.70 0.33  

  07:00 55 Unstable -0.39 1.13 27.00 2.69 Yes 

          

  18:00 -134 Unstable -0.40 1.98 34.00 -1.94  

  19:00 -74 V-stable 4.90 0.67 31.60 -4.34 Yes 

          

229 
16-

Aug 
06:00 -27 V-stable 4.90 0.23 14.90 0.03  

  07:00 33 Unstable -1.70 0.23 17.20 2.30 Yes 

  08:00 93 Unstable -1.70 1.22 22.00 7.14  

          

  18:00 -108 Unstable -0.41 2.26 29.00 -1.62  

  19:00 -48 Stable 1.06 1.52 26.30 -4.34 Yes 

          

259 
15-

Sep 
07:00 13 V-stable 2.66 0.97 21.50 0.83  

  08:00 73 Neutral -0.08 3.76 24.40 3.51 Yes 

          

289 
15-

Oct 
07:00 -8 Stable 0.63 1.93 7.82 0.44  

  08:00 52 Neutral 0.03 2.11 10.11 2.72 Yes 

          

  17:00 -89 Neutral -0.05 2.86 21.91 0.51  

  18:00 -29 Stable 0.99 1.29 19.49 -2.66 Yes 
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FIGURE 3. STABILITY RATIOS, TEMPERATURES, AND WIND FOR 15 APRIL, 2004. RIGHT AXIS IS THE SCALE FOR WIND DIRECTION (1 

MILE/HR = 0.447 M/S). 
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FIGURE 4. STABILITY RATIOS, TEMPERATURES, AND WIND FOR 15 JULY, 2004. RIGHT AXIS IS THE SCALE FOR WIND DIRECTION (1 

MILE/HR = 0.447 M/S). 
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FIGURE 5. STABILITY RATIOS, TEMPERATURES, AND WIND FOR 16 AUGUST 2004. RIGHT AXIS IS THE SCALE FOR WIND DIRECTION 

(1 MILE/HR = 0.447 M/S). 
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FIGURE 6. STABILITY RATIOS, TEMPERATURES, AND WIND FOR 15 SEPTEMBER, 2004. RIGHT AXIS IS THE SCALE FOR WIND 

DIRECTION (1 MILE/HR = 0.447 M/S). 
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FIGURE 7. STABILITY RATIOS, TEMPERATURES, AND WIND FOR 15 OCTOBER, 2004. RIGHT AXIS IS THE SCALE FOR WIND 

DIRECTION (1 MILE/HR = 0.447 M/S). 

Weather Considerations and Strict Application of the Stability Equation 

There was somewhat of a discrepancy between wind speeds indicating stable atmosphere from Stoneville and 

College Station, TX. At the Stoneville location (and as discussed), wind speeds measured at the 4.6 m height in the 

morning typically ranged from 1.25 to 1.60 m s-1 during the transition from stable to unstable conditions (the 

former being unfavorable conditions for spraying). The College Station study indicated higher wind speed (2.0 ms-

1), but this value was interpolated at 5.0 m based on wind speeds measured at 2.5 and 10 m heights. This was done 

to assure that Equation (1) would be used as intended (with wind speed measured at a height between the two 

temperatures).  The equation used to interpolate that value (Fritz et al., 2008) is presented by Cooper and Alley 

(1994) as a logarithmic interpolation:  

                                                                                         p 











1

2

1

2

z

z

u

u
                                                                                 (2) 

where 

z1, z2 = elevations 1 and 2 (m) 

u1, u2 = wind speeds at z1 and z2, m s-1 

p = exponent, unitless 

To determine relative accuracy of this equation, data from the weather tower obtained at two heights and the 

interpolation equation (Equation (2)) were used to find wind speed at the intermediate height for comparison with 

measured values.   

An example set of readings and calculations for two pairs are illustrated in Table 3. For each pair, the exponent p 

was determined and then used to calculate the wind speed at intermediate heights using wind speed at both the 

lower height (Z1) and the higher height (Z2). Results illustrate that results differed depending on which height was 

used in the log interpolation equation, but in no case did the interpolated value exceed the measured value by 

more than 6.3%. This indicates that the interpolated wind speed below which stable conditions unfavorable for 

spraying occurred (Fritz et al., 2008) at College Station TX (2.0 m s-1 vs. 1.25 - 1.60 m s-1 at Stoneville) was probably 

not too high an estimate for that location.     
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TABLE 3. WIND SPEEDS INTERPOLATED FROM TOWER DATA USING LOG FUNCTION (COOPER AND ALLEY, 1994). CALCULATED VALUES ARE IN BOLD. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The study presented herein measured wind speed within 0.4 m of the specified height (4.6 m) but the air 

temperature at the lower height for application of Equation (1) was measured at the same height as wind speed. 

Strict application of Equation (1) requires that wind speed be measured between the two temperatures, so the 

interpolation procedure of Equation (2) could also be used here (Fritz et al., 2008).  However, because temperature 

at the lower height was measured at 4.6 m instead of 2.4 m, stability factors would be calculated based on 

temperature combinations slightly above the atmospheric layer within which spraying occurs. So, we chose instead 

to extrapolate the temperature to 2.5 m based on temperature trends at other heights. This would allows strict 

application of Equation (1) within the correct layer (Yates et al., 1974), and data could be compared to determine if 

Equation (1) still gave acceptable results using data acquisition heights in our study.   

To extrapolate temperature at the 2.5 m height, curve fits for air temperature vs. height were developed around 

transitions illustrated in Figs. 2 through 6 between unstable and stable conditions.  Figures 8 through 12 illustrate 

trends in air temperature as a function of height, and the air temperature at the 2.5 m height could be obtained 

from the curve fit for each graph.  We were careful to consider ‘expected’ trends when choosing a curve fit. 

Monotonic functions were used wherever possible, as these can also give accurate information on the inflection 

point (for example to find the height at which an inversion switches to non-inversion at a given time) as indicated 

by the first derivative. As an example, Figure 13 illustrates the first derivative of the Hoerl model used to fit 

temperature data at 0700 on 15 April (Figure 8 (a)) indicating a zero slope at 10.63 m height.  A plot is also shown 

of the first derivative of a polynomial fit of the same data, which does not give an accurate result, consistent with 

issues raised by Tao and Watson (1987) regarding data fitting procedure. It is thus important to understand 

limitations of using polynomial fits if derivatives of the response function are desired.  

Table 4 illustrates stability classifications at the same transition points as Table 1 but recalculated using curve fit-

extrapolated air temperatures at 2.5 m.  Although there were a few cases where stability classifications differed (ie. 

very stable vs. stable), in no case did the transition between stable and unstable/neutral conditions differ between 

the two situations. This indicates that temperature measurements obtained at the 4.6 and 9.8 m heights specified 

stability conditions accurately enough within one hour intervals.   

 

U1 1.2 2.0 

U2 2.5 3.4 

Ratio of U 2.1 1.7 

   

Z1 4.6 12.2 

Z2 19.8 27.4 

Ratio of Z 4.33 2.25 

   

P 0.50 0.62 

   

Interpolation of wind speed at intermediate height   

Desired height from which to obtain wind speed (m) 12.2 19.8 

   

Actual (target) wind speed (m s-1) 2.02 2.56 

Interpolated wind speed using wind speed at Z1 1.57 2.47 

Interpolated wind speed using wind speed at Z2 2.01 2.73 

   

% difference from actual wind speed (using Z1) 28.7 3.5 

% difference from actual wind speed (using Z2) 0.5 -6.3 
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TABLE 4. ATMOSPHERIC STABILITY RATIOS FOR FIVE SELECTED DATES USING AIR TEMPERATURE EXTRAPOLATED TO 2.5M AND TEMPERATURE MEASURED 

AT 9.8M IN THE STABILITY EQUATION.  

Julian 

Day Date Time

Stability 

Classification Stability Ratio Wind Speed

Air Temperature (C) 

extrapolated to 2.5m

(m/s)

106 15-Apr 0600 V-stable 4.90 1.23 9.04

0700 V-stable 1.42 1.64 11.03

0800 Neutral 0.00 2.73 13.70

1700 Unstable -1.70 0.23 24.22

1800 V-stable 4.90 0.23 23.15

197 15-Jul 0600 V-stable 4.90 0.39 24.65

0700 Unstable -1.69 1.13 27.21

1800 Unstable -0.72 1.98 34.09

1900 V-stable 4.90 0.67 31.30

229 16-Aug 0600 V-stable 4.90 0.23 14.72

0700 Unstable -1.70 0.23 17.18

0800 Unstable -1.70 1.22 22.56

1800 Unstable -0.71 2.26 29.20

1900 V-stable 2.73 1.52 25.94

259 15-Sep 0700 V-stable 3.77 0.97 21.43

0800 Unstable -0.31 3.76 24.78

289 15-Oct 0700 Stable 1.05 1.93 7.67

0800 Neutral 0.00 2.11 10.13

1700 Unstable/neutral -0.11 2.86 21.96

1800 V-stable 1.79 3.76 19.35  

Vertical Temperature Gradients and the Inversion Layer  

Figures 8 through 12 illustrate vertical temperature gradients that indicate the presence of inversions.   The 15 April 

plot (Figure 8) shows interesting differences between temperature trends at lower altitudes vs. higher altitudes.  

Very stable conditions still prevailed at 07:00 and figure 8 shows the inversion layer up to about 9.8 m above which 

neutral or unstable conditions appeared to exist.  However spraying customarily occurs well below the 9.8 m 

altitude, so this finding would not be of practical benefit with regard to spraying (ie. spraying is still not warranted 

at 07:00). Likewise between 17:00 and 18:00,  spraying should be stopped as the 18:00 curve also shows inversion to 

9.8m but unstable conditions above that level. This is also consistent with very stable conditions at 18:00 as 

indicated in Figure 5.  

Figure 9 illustrates the 15 July plot. By contrast with the 15 April plot, inversions are not indicated at 07:00 or 18:00, 

and the curves follow a consistent pattern as a function of altitude (except for an anomaly at 22.9m).  The 16 

August plot (Figure 10) shows a similar trend as the July plot, but an almost flat (but still negative) temperature 

difference with altitude. [
2ZT -

1ZT ] only equaled -0.02 C and [
2ZT - extrapolated

1ZT ] = -0.04 º C. Temperatures 

were very close to each other not indicating an inversion, and Table 4 indicates unstable conditions at 07:00 for 16 

August.  The behavior of Equation (1) can be illustrated with regard to wind speed.  Wind was almost calm at 07:00 

(0.23 ms-1) and then jumped to 1.22 ms-1 by 08:00.  If wind speed is low but inversion conditions are not detected, 

then unstable conditions will prevail. Higher wind speeds imply more mixing, but the trend is towards neutral if 
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temperature differences are very small.  Like the 15 April plot, the 16 September plot (Figure 11 (a)) indicated a 

temperature inversion and very stable conditions at 07:00. Air temperatures were much higher than in April, but a 

check of prevailing conditions (Weather Underground, 2016) indicated morning cloudiness until about 08:30.  This 

would delay heating of the ground surface much as cooler air temperatures would.  Wind speeds were high 

throughout the day and into the evening indicating neutral or unstable conditions into the evening (Figure 5; Table 

4). The October plot (Figure 12 (a)) shows a similar inversion near the surface as in the April plot at 07:00; 

conditions were sunny and cool.  
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FIGURE 8. AIR TEMPERATURE AS A FUNCTION OF HEIGHT INDICATING MODEL EXTRAPOLATIONS FOR THE 2.5M HEIGHT OF 

TEMPERATURE ACQUISITION: (A) MORNING READINGS; (B) LATE AFTERNOON READINGS; 15 APRIL 2004). 
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FIGURE 9. AIR TEMPERATURE AS A FUNCTION OF HEIGHT INDICATING MODEL EXTRAPOLATIONS FOR THE 2.5M HEIGHT OF 

TEMPERATURE ACQUISITION: (A) MORNING READINGS; (B) LATE AFTERNOON READINGS; 15 JULY 2004). 
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(b) 

FIGURE 10. AIR TEMPERATURE AS A FUNCTION OF HEIGHT INDICATING MODEL EXTRAPOLATIONS FOR THE 2.5M HEIGHT OF 

TEMPERATURE ACQUISITION: (A) MORNING READINGS; (B) LATE AFTERNOON READINGS 16 AUG 2004). 
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FIGURE 11. AIR TEMPERATURE AS A FUNCTION OF HEIGHT INDICATING MODEL EXTRAPOLATIONS FOR THE 2.5M HEIGHT OF 

TEMPERATURE ACQUISITION: (A) MORNING READINGS; (B) LATE AFTERNOON READINGS 15 SEP 2004). 
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FIGURE 12. AIR TEMPERATURE AS A FUNCTION OF HEIGHT INDICATING MODEL EXTRAPOLATIONS FOR THE 2.5M HEIGHT OF 

TEMPERATURE ACQUISITION: (A) MORNING READINGS; (B) LATE AFTERNOON READINGS 15 OCT 2004). 
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FIGURE 13. FIRST DERIVATIVE OF MODEL FITS TO AIR TEMPERATURE VS. HEIGHT DATA FOR 15 APRIL, 2004 ON FIGURE 8 (A). 

Summary and Conclusions 

Air temperature and wind speed data were taken at several heights to determine conditions necessary for stable 

atmosphere under which to avoid aerial spraying. These data confirm that solid recommendations can be made to 

pilots on times of day to watch for stable atmospheric conditions unfavorable for spraying.  Cool or cloudy 

conditions delayed the time where spraying was permissable in the morning (to 0800 by our hourly analysis).  An 

applicator should use judgment to find a balance between conditions that are so stable that spray does not disperse 

(with potential to move off-site), and conditions that are so unstable and windy that spray is quickly dispersed and 

moved off-site without reaching the target.   

Results of this study suggest that guidelines on times of day and wind speeds below which spraying should be 

avoided can be identified. Results also evaluated guidelines developed for Arkansas that specify air temperature 

changes required during the morning and evening hours to avoid spraying under stable atmospheric conditions. 

When temperature criteria were satisfied, unstable conditions were achieved in all months indicated except for one 

month in the Spring. Stable atmospheric conditions persisted longer during the morning hours and began sooner 

in the evening under clear condiitons in cooler months of the scenarios indicated. It should be noted that during 

the daily cycle of atmospheric conditions, inversions occuring late in the afternoon are likely to persist through the 

remainder of the day. For a study such as this, high accuracy instrumentation was necessary to successfully 

determine temperature inversions, as vertical temperature gradients were very small in many cases.  

Based on results, the following conclusions can be made: 

 Temperature inversions were indicated before 07:00 and between 18:00 and 19:00 on days where ambient 

temperatures were high and conditions were clear. 

 Cool or cloudy conditions delayed the time spray could take place safely by about one hour in the morning 

and moved back the time when spray should be halted by one hour in the late afternoon.   

 Wind speed influenced the degree of atmospheric stability in concert with vertical temperature gradients. 

However, wind speed was not a good indicator of stable atmosphere by itself in narrow ranges of low to 

medium wind speed. 

 Criteria for aerial applicators indicating stable, neutral, or unstable atmosphere were best indicated by 
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temperature differences with height. Recommendations made by the ASPB (2008) on temperature differences 

by which to gauge the likelihood of atmospheric stability were validated by our data at one hour intervals.       
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Abstract 

Plant sulfydryl proteases such as actinidin are mainly used as meat tenderisers, milk clotting agents for the development of 

novel dairy products and proteolytic agents in biotechnological procedures. The main issue with regards their application is the 

method for the control of their enzymatic activity after the desired extent of proteolysis, considering that thermal treatment is 

not applicable. High Pressure (HP) processing could be applied for the enzyme activity regulation. 

Actinidin, extracted from kiwi fruit (Hayward var., A. chinensis), was purified using anion-exchange and gel filtration 

chromatography. After purification procedure, only one single peak was finally received for this enzyme corresponding to a 

protein of molecular mass of 24 kDa with an isoelectric point equal to or lower than 3.5. The effect of HP (500–900MPa and 50-

70°C) on the remaining activity of purified actinidin in phosphate buffer solution (pH 6.0) was studied. Inactivation of purified 

actinidin was described by a first-order kinetic model both for thermal and HP treatment at the studied processing conditions. 

Aiming at an optimal process design, a composite mathematical model, which describes the actinidin inactivation rate as a 

function of pressure and temperature conditions, taking into account the dependence of both activation energy and activation 

volume on the applied pressure and temperature respectively, was used.  

HP-induced conformational changes of the purified actinidin were also investigated using Circular Dichroism spectroscopy 

(CD). A direct comparison of the CD results for the treated and the untreated enzymes reveals that reversible changes were 

depicted in the far- and near-UV. It is suggested that the exposure to HP may affect the linkage between thiolate ion of cysteine 

group and positively charged nitrogen of the imidazole group of the active site of actinidin leading to the reduction of the 

enzyme activity. 

Keywords 

Purified Actinidin; High Pressure Inactivation; Circular Dichroism; Structural Alterations 

Introduction 

Plant enzymes such as proteases are widely used in the food, pharmaceutical and detergent industries as well as in 

biotechnological applications. The most widely utilized plant proteases are the cysteine proteases (CPs) such as 

ficin (EC 3.4.22.3), papain (EC 3.4.22.2), actinidin (EC 3.4.22.14) and vromelain (EC 3.4.22.33) that may be extracted 

from Ficus carica, Carica papaya, Actinidia chinensis and Ananas comosus, respectively. The cysteine proteases 

(CPs) can be found in various parts of the plant, including fruits, stems, seeds and lattices (Boller, 1986) and take 

part in various cellular and extracellular processes such as fruit development and ripening (Brady, 1985), 

degradation of storage proteins in germinating seeds (Kembhavi et al., 1993; Taylor and Cuming, 1993), activation 

of pro-enzymes and degradation of defective proteins (Rudenskaya et al., 1998). The catalytic mechanism of these 

enzymes involves a cysteine and histidine group in the active site. 

 Actinidin has many similarities compared with the most studied enzyme of CPs, papain, with respect to the 

structure, the catalytic mechanism and the activation by reducing agents (Tello-Solis et al., 1995). On the other hand, 
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they differ in the amino acids lining, the substrate-binding pocket and in substrate specificity (Rawlings and Barrett, 

1994 ; Gosalia et al., 2005). Actinidin consists of 220 amino acids with an apparent molecular weight of about 23.0 

kDa (Kamphuis et al., 1985). Its complete amino acid sequence (Carne et al., 1978), the nucleotide sequence of the 

corresponding gene (Podivinsky et al., 1989), and the three dimensional structure (Varughese et al., 1992) have been 

determined.  

Plant cysteine proteases can be used in food and beverage industry like meat tenderization (Sullivan and Calkins, 

2010), removal of chill haze in beer, milk coagulation (Katsaros et al., 2010 ; Lo Piero et al., 2011), improvement in 

the processing quality of cereals and gelatin hydrolysis. In recent years, many researchers have reported that 

actinidin can aid processing, improve the product sensory charecteristics and increase the efficiency of operation in 

dairy industry. Recent studies conducted by Katsaros et al. (2010) suggested the application of either kiwi fruit 

powder rich in actinidin or kiwi juice in the production of dairy products as well as the use of high pressure as 

regulator of proteolytic activity of kiwi juice. Another study reported the use of actinidin as a potential alternative 

of natural calf rennet for the coagulation of milk leading to novel dairy products (Lo Piero et al., 2011). Puglisi et al 

(2011) concluded that the actinidin can be utilized as a preparatory treatment in the production of milk-based 

products characterized by a reduced content of undesirable proteins.  

One of the major disadvantages for the industrial application of these enzymes in food industries is that they are 

extremely stable enzymes in terms of resistance to thermal, solvent and chaotropic denaturation. This provides 

difficulties in terms of developing an effective protocol to assure inactivation in the final product prior to 

consumption, avoiding excessive proteolysis. Technologies such as High Pressure (HP) processing that have 

potential to inactivate microorganisms (Hoover et al., 1989; Knorr, 1993) and enzymes (Katsaros et al., 2009a,b ; 

Alexandrakis et al., 2014), while providing advantages with regards sensory and nutritional quality, could be 

employed. However, the data on the inactivation kinetics using HP on proteases are limited (Katsaros et al., 2009a ; 

b). According to these studies, cysteine proteases (ficin, papain and crude actinidin) showed high thermal and 

pressure stability, requiring intense process conditions for adequate inactivation. Most of the studies on the 

inactivation by thermal and HP processing of crude or purified cysteine proteases do not investigate structural 

changes associated with the processing. The pressure-induced changes in the rate of enzyme-catalysed reactions 

may be attributed to changes in the structure of enzymes or/and changes in the reaction mechanism. In order to 

understand better the actinidin structure/function relationships, the mechanism of HP-induced inactivation of 

actinidin is worth investigating.  

Circular dichroism (CD) is a technique used to give useful information about protein structure, the extent and rate 

of structural changes and ligand binding. CD is effective in investigating the conformational changes in proteins 

that occur as a result of changes in experimental parameters such as pH, pressure, temperature and binding of 

ligands. CD analysis has been the subject of many studies and gives important additional information about the 

effect of temperature (Balan et al., 2006 ; Thanassoulas et al., 2011), pH (Ramos, 2004; Ribeiro-Jr and Ramos, 2004), 

charge (Ramos et al., 1999; Regis et al., 2005), and ligands (Balan et al., 2006; Ramos et al., 2007) in the secondary and 

tertiary structure of proteins and enzymes (Menendez et al.,2006 ; Alexandrakis et al., 2014).  

The main objective of the present research was to systematically study the effect of HP on the activity and structure 

of purified actinidin from kiwi fruit. Mathematical models have been used to describe pressure–temperature 

dependence of inactivation rate constants of enzymes (Stoforos et al., 2002; Polydera et al., 2004). Such models can 

be a useful tool in designing and optimizing HP processes. 

Materials and Methods 

Kiwi Fruit 

Fresh ripe kiwi fruits (A. chinensis), Hayward var. grown in Pieria, Northern Greece were obtained directly by the 

Association Cooperatives of kiwi fruit producers. The kiwi fruits were peeled and pulped. The pulp was 

centrifuged at 10,000 g for 15 min. The supernatant was filtered and the clear juice (pH 3.9), that had a significant 

proteolytic activity due to the endogenous actinidin was used for the production of purified actinidin. 
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Extraction and Purification of Actinidin from Kiwi Fruit 

The purified actinidin was produced from kiwi juice using the extraction procedure as described by Brocklehurst et 

al. (1981). Actinidin was extracted after a number of steps: centrifugation, ammonium sulphate fractionation (25-

60%) and ultrafiltration. Fruit (1 kg) was blended in 0.5 L of extraction buffer (0.2 M L-cysteine solution buffer, pH 

5.0, containing 0.8 mM Na2O5S2 and 1 mM EDTA), and the enzyme was extracted by stirring for 60 min. The 

mixture was centrifuged for 30 min at 10,000 g (4oC) and the enzyme was precipitated from the supernatant with 

ammonium sulphate up to 60% saturation during 48 h at 4°C. The precipitate was resuspended in 0.1 M potassium 

phosphate buffer, pH 6.0, and dialyzed for 48 h at 4 °C. After dialysis, the solution was stored at 0°C and used as 

crude extract for further purification. Actinidin was purified by a combination of anion exchange and gel filtration 

chromatography. The columns were attached to a FLPC (fast-protein liquid chromatography) system (Biorad, USA) 

and the eluate was spectrophotometrically measured at 280 nm. Chromatographic separation was performed at 

ambient temperature and the received fractions were stored at 4°C immediately after collection. A 20-mL volume 

of enzyme extract was loaded in an UNO Q (Biorad, USA) column (2.5x10cm), while continuously washed with 50 

mM acetate buffer (pH 4.5) until total removal of unbounded proteins. Bounded proteins were eluted using NaCl 

in acetate buffer, of increased with time concentration, ranging from 0 to 0.5 M. The procedure was repeated at 

least 2 times for more efficient purification. On-line spectrophotometric analysis of the eluted fractions from major 

peak containing actinidin activity were pooled and concentrated at 4°C with Centricon microconcentrator (Amicon, 

10-kDa cutoff membrane). Further separation of fractions was performed using gel filtration chromatography. Four 

(4) mL of partially purified actinidin (received after anion-exchange chromatography) was loaded into Sephacryl S-

200 gel filtration column (GE Healthcare, USA). The column had previously been equilibrated in phosphate buffer 

solution (pH 6.0). The flow rate was 1.5 mL/min and fractions were collected every 5 minutes. IEF and SDS-PAGE 

electrophoresis were performed after chromatography separation in order to check the purity of obtained actinidin. 

All fractions were analyzed for actinidin activity  and protein concentration. The protein concentration was 

determined spectrophotometrically according to Bradford (Bradford et al, 1976), while proteolytic activity was 

measured as described by Katsaros et al (2009b). The purified enzyme was used for thermal and HP experiments.  

Due to proteolytic activity inhibition throughout the purification procedure, the purified enzyme was activated 

before treatments. Solutions containing 0.2 M phosphate buffer (pH 6.0, 25 μL), 0.1 M L-cysteine (100 μL), 0.1 M 

EDTA (10 μL) and deionised water (865 μL) thermally treated at 40°C for 10 min were used to activate the enzyme. 

SDS-PAGE Electrophoresis  

SDS/PAGE experiments were performed using a 4–20% Mini-PROTEAN TGX™ precast polyacrylamide gel 

(Biorad, USA) attached to a Mini-PROTEAN Tetra system (Biorad, USA). Samples were boiled for 5 min at 100 °C 

in a buffer containing SDS (2.5%) and β-mercaptoethanol (5%). Gel staining was performed with Coomassie 

brilliant blue staining. Unstained MW marker (Fermentas, USA) composed of native proteins with precise 

molecular weights (beta-galactosidase (116kDa), bovine serum albumin (66.2kDa), ovalbumin (45.0kDa), lactate 

dehydrogenase (35.0kDa), REase Bsp98I (25.0kDa), beta-lactoglobulin (18.4kDa) and lysozyme (14.4kDa)) was used. 

IEF- PAGE Electrophoresis 

IEF-PAGE (Isoelectric focusing-PAGE) experiments were performed using a polyacrylamide gel attached to a 

PhastSystem electrophoresis unit (Amersham Biosciences AB, Sweden). The pI standards used (pH 3.5-9.3) were 

obtained by GE Healthhcare company. 

Enzyme Activity Assay 

The hydrolytic activity of actinidin was determined using nitroanilidine-Z-N-BOC-L-lysine-4-nitrophenyl ester as a 

low molecular weight substrate (Katsaros et al., 2009b). The enzymatic activity was calculated from the initial rate 

of ester hydrolysis by determining nitroanilidine (NA) liberation within the given period of time. Hydrolysis of 

NA-Z-N-BOC-L-lysine-4-nitrophenyl ester was carried out in 100 mM phosphate buffer, pH 6.0 at 25°C. Reaction, 

after temperature equilibration, was initiated by the addition of 125 μl of kiwi juice or purified actinidin solution in 

a total volume of 2500 μl. The substrate concentration used was 0.8 mM ester. The NA liberation was monitored 

spectrophotometrically (Helios Spectrophotometer, Unicam, USA) at 348 nm and recorded every 30 s over 5 min. 
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Self hydrolysis of NA-Z-NBOC-L-lysine-4-nitrophenyl ester was determined by substituting the enzyme with 

buffer solution. The molar absorption coefficient of NA (E348nm = 5.68 x 104 M-1 cm-1) was used in the calculation. 

One unit (U) of activity was defined as the amount of the enzyme that liberates 1 μmol of NA per minute. All 

experiments were repeated at least three times. 

Thermal Treatment 

The effect of temperature treatment on the actinidin stability was examined. Aliquots in thin-walled glass test-

tubes of 0.5 ml volume were placed in water-baths (WB/OB 7–45, MEMMERT GmbH + Co., KG, Schwabach, 

Germany) at temperatures in the range 40–72.5 °C for various periods of time. During thermal treatment 

temperature was monitored and recorded at 2 s intervals in a multichannel datalogger (CR10X, Campbell Scientific, 

Leicestershire, UK) by a type T thermocouple placed inside a capillary used as a temperature indicator.  

High Pressure Treatment 

Enzyme solutions were placed into 2 ml pouches (PP film) for HP experiments. HP inactivation experiments were 

conducted in triplicate at various combinations of pressure (200–900 MPa) and temperature (40–80°C) for 

appropriate processing times. The high pressure unit (Food Pressure Unit FPU 1.01, Resato International BV, 

Roden, Holland), comprised a pressure intensifier and a multivessel system consisting of six vessels of 45 mL 

capacity each, with a maximum operating pressure and temperature of 1000 MPa and 90°C. The pressure 

transmitting fluid used was polyglycol ISO viscosity class VG 15 (Resato International BV, Roden, Holland). 

Process temperature in the vessels was achieved by liquid circulation in the outer jacket controlled by a heating-

cooling system. The desired value of pressure was set and after pressure build up (20 MPa/s), the pressure vessels 

were isolated. This point defined the time zero of this process. Pressure of each vessel was released after a preset 

time interval (according to the experimental design) by opening the pressure valve. The initial adiabatic 

temperature increase during pressure build up was taken into consideration in order to achieve the desired 

operating temperature during pressurization. Pressure and temperature were constantly monitored and recorded 

(in 1 s intervals) during the process. 

Circular Dichroism Spectroscopy (CD) 

Conformational changes leading to differences in the secondary and tertiary structure of actinidin were determined 

with a JASCO J-715 spectropolarimeter (Jasco, Easton, MD), equipped with a Jasco PTC 348 WI temperature 

controller. Wavelength scans in the far (200 to 260 nm) and the near (260 to 340 nm) UV regions were performed in 

Quartz SUPRASIL (HELLMA, Germany) precision cells of 0.1 cm and 1 cm path length, respectively. Each CD 

spectrum was obtained by averaging five to eight successive accumulation of data with a wavelength step of 0.2 

nm at a rate of 50 nm min-1, response time 2 s and a bandwidth of 2 nm. In all cases 0.15-0.4mg/ml protein 

concentration was used in 20mM phosphate buffer pH 6.0. Buffer spectra, obtained at identical conditions, have 

been subtracted from the raw data. The results in all experiments have been expressed as mean residue ellipticity 

in deg cm2 / dmol. The CD spectra of all samples were measured immediately after thermal and high pressure 

treatment. The far and near UV spectra were analyzed by curve-fitting software ORIGIN 8.0 (OriginLab 

Corporation, USA) and for the calculation of secondary structural contents of the protein the CDNN software 

(Institut für Biotechnologie, Martin-Luther Universität Halle-Wittenberg) was used. 

Kinetic Data Analysis 

Values of enzyme activity (average of three different experiments) were plotted with time for different process 

conditions. The standard error between the three measurements is represented in the Tables with the ± standard 

deviation and in the figures with the error bars (each point in a figure represents one average value of three 

measurements). The technique of Model-based design of experiments was used for the experimental design in our 

study. 

For statistical fit of the inactivation curves, least square regression analysis was conducted using SYSTAT 8.0 

(SYSTAT 8.0 Statistics, 1998, SPSS Inc., Chicago, IL, USA) software. Dependence of inactivation rates on process 

parameters was described with appropriate mathematical equations, statistically treated by non-linear regression. 
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The high pressure and thermal stability of the enzyme is described by the parameters of the inactivation kinetics. 

Specifically, the inactivation of these enzymes can often be described by a first-order kinetic model (Eq.1):  

 

                                  (Eq.1) 

where Ao and At are the initial activity and the remaining activity at time t, respectively and k the inactivation rate 

constant (min-1).  One-way ANOVA was applied to data and the differences between the means were tested by 

Duncan’s test (P<0.05). Statistica 7.0 (Stat-Soft. Inc., USA) software was used for the statistical analysis. 

The temperature dependence of the inactivation rate constant, k, as given by the Arrhenius relationship (Eq.2) was 

expressed in terms of activation energy, Eap. 

   

        (Eq.2) 

 

where Tref  is the reference temperature, kTref  the inactivation rate (min-1) at Tref  and R the universal gas constant 

(8.314 Jmol-1K-1).    

Pressure effect on the reaction rate constant, k, was expressed through the activation volume, VaT (mL/mol) and can 

be estimated by linear regression analysis using the Eyring equation : 

  

                                            (Eq.3) 

 

where Pref  is the reference pressure, kPref  the inactivation rate (min-1) at Pref  and R the universal gas constant (8.314 

Jmol-1K-1).    

The effect of the applied pressure on the Ea values was described by an exponential equation (Eqn. 4), while the 

effect of process temperature on the Va values was described by a linear equation (Eqn. 5) (Polydera et al., 2004).  

 

                                                                                                                    (Eq.4) 

                                                                                                                    (Eq.5) 

Based on Eqns. 2 and 3 and taking into consideration of the effect of pressure on Ea values (Eqn. 4) and the effect of 

temperature on Va values (Eqn.5), a multi-parameter equation was used to predict the inactivation rate constant at 

any combination of pressure and temperature conditions (Eq. 6). 

 

 

         (Eq.6) 

 

 

Results and Discussion  

Purification of Actinidin from Kiwi Fruit  

Actinidin was purified from kiwi fruit. The steps of purification included precipitation with ammonium sulphate, 

anion exchange  and gel filtration chromatography. 

Actinidin bounded strongly to an anion-exchange column (UNOsphere Q) media at pH equal to 4.5, whereas most 

of the other proteins were eluted. Increasing the NaCl gradient, three peaks of different proteins were eluted. The 

actinidin was eluted at 0.17 M NaCl (Figure 1A). This sample was rechromatographed on anion-exchange column 

at pH=4.5 for further purification. Concentrated and pooled bounded actinidin containing fractions from anion 

exchange chromatography were next loaded onto the Sephacryl S-200 column. After gel filtration chromatography, 

only one single peak was finally received for actinidin at 215 min (Figure 1B). SDS-PAGE and IEF electrophoresis 

showed that the purified actinidin contained a single band of 24000 Da (Figure 2a) with an isoelectric point equal to 

or lower than 3.5 (Figure 2b). The purified enzyme showed specific activity 92.4 units/mg with approximately 12% 

recovery of the crude enzyme. 
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FIGURE 1. PANEL A. ELUTION PROFILE FOR THE ANION-EXCHANGE CHROMATOGRAPHY OF KIWIFRUIT ACTINIDIN ON UNOQ 

COLUMN. UNO Q WAS EQUILIBRATED IN 50mM ACETATE BUFFER SOLUTION (pH=4.5). PANEL B. ELUTION PROFILE FOR THE GEL 

FILTRATION CHROMATOGRAPHY OF KIWIFRUIT ACTINIDIN ON SEPHACRYL S-200 COLUMN. SEPHACRYL S-200 WAS 

EQUILIBRATED IN 50mM PHOSPHATE BUFFER SOLUTION (pH=6.0). 

 

FIGURE 2. PANEL A. SDS-PAGE OF THE PURIFIED ACTINIDIN; LANE A, MW STANDARDS; LANE B, MW OF ACTINIDIN AFTER 

CHROMATOGRAPHY. PANEL B. IEF OF PURIFIED ACTINIDIN; LANE C, pI OF ACTINIDIN AFTER CHROMATOGRAPHY; LANE D, pI 

STANDARDS. 

Thermal Inactivation  

Data for isothermal inactivation of purified actinidin in phosphate buffer solution (pH 6.0) obtained in the 

temperature ranging from 60.0 to 72.5 °C could be accurately modeled applying the first-order kinetic model (Eq.1). 

No significant inactivation was observed for temperatures below 60°C for times up to 90 min. For purified 

actinidin from kiwi fruit, the inactivation rate constants (k, min-1) obtained at each process temperature were 

estimated as 0.0077, 0.0096, 0.1567 and 0.4295 min-1 for processing at 65, 67.5,70 and 72.5°C, respectively. The values 

of k were calculated from non linear regression of Eq.1. The exponential fit is illustrated in Fig3. The square of the 
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correlation coefficient of the fit, R2, was above 0.98 for all thermal experiments. The inactivation rate increased 

approximately 55-fold in the range of 65 to 72.5oC for purified actinidin. Comparied these data with those obtained 

from Katsaros et al. (2009b), the actinidin in purified form is more resistant to temperature compared with the 

corresponding crude form. The inactivation of crude actinidin was achieved at lower temperatures (k 40°C = 0.0611 

min-1, k 45°C = 0.3776 min-1, k 50°C = 1.6700 min-1, k 55°C = 5.8951 min-1). The temperature dependence of 

inactivation rate constants of purified actinidin in the temperature range studied was also investigated and 

expressed by the Ea value (175±23kJ/mol, R2=0.989). This value is lower than that obtained by Katsaros et al (2009b) 

for this enzyme in crude form (267±42 kJ/mol, R2=0.985).   

 

FIGURE 3. THERMAL INACTIVATION OF PURIFIED ACTINIDIN AT TEMPERATURES FROM 65 TO 72.5°C AT AMBIENT PRESSURE. 

PLOT OF % A/Ao VS. TIME; POINTS ARE EXPERIMENTAL MEASUREMENTS WITH STANDARD ERRORS AND SOLID LINES THE NON-

LINEAR FIT OF EQ. (1).  

Inactivation of Actinidin Subjected to High Pressure Treatment 

Investigation of the effect of both pressure and temperature on the inactivation of proteolytic activity of purified 

actinidin was carried out. HP inactivation of studied enzyme was described by first-order kinetics (Eq.1), as in the 

case of thermal inactivation. The effect of temperature (50-70˚С) and pressure (0.1-900 MPa) on proteolytic activity 

of purified actinidin is summarized in Table 1. Statistically significant differences (p<0.05) were observed between 

most of the k-values obtained for the inactivation of actinidin (Table 1), having as variables both temperatures 

(differences between temperatures at each pressure) or/and pressures (differences between pressures at each 

temperature). The increase of the applied high pressure (600 to 900 MPa) at each process temperature results in an 

increase of the inactivation rate constants (Figure 4). Up to 60°C purified actinidin inactivation rates in the pressure 

range studied are higher than the corresponding thermal rates at ambient pressure. In this range the high pressure 

effect is synergistic with temperature. However, at 70°C, thermal inactivation rate constants at all pressures studied 

are lower compared with the corresponding inactivation rate constants at ambient pressure and the same 

temperature. In this case the structural changes caused by the high pressure seem to act protectively (antagonistic 

effect).  

TABLE 1. PURIFIED ACTINIDIN  INACTIVATION RATE CONSTANTS (MIN-1) AT DIFFERENT PRESSURE AND TEMPERATURE PROCESS CONDITIONS 

T(C) 

P(MPa)  

50 55 60 70 Ea (kJ/mol) 

0.1 NE NE 0.0363±0.00021,a 0.1567±0.00952,a  175.2±22.6a 

600 0.0084±0.00091,a 0.0113±0.00182,a 0.0128±0.00162,b 0.0274±0.00423,b 53.4±12.1b 

750 0.0115±0.00161,b 0.0159±0.00421,a 0.0247±0.00352,c 0.0398±0.00633,c 58.1±14.3b 

900 0.0206±0.00351,c 0.0284±0.00601,b 0.0374±0.00511,a 0.0661±0.00922,d 53.7±12.2b 

Va (ml/mol) -7.98±2.591 -8.32±3.791 -9.89±2.511 -10.18±2.591   

Values of activation energy at constant pressures and values of activation volume at constant temperatures. 

Average value ± standard error of regression. NE, not estimated. 

Different superscript letters indicate significantly different means (P<0.05) within a column (differences between pressures) 

Different superscript numbers indicate significantly different means (P<0.05) within a row (differences between temperatures) 
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FIGURE 4.  PURIFIED ACTINIDIN INACTIVATION  RATE CONSTANTS AS A FUNCTION OF PRESSURE AND TEMPERATURE. POINTS 

ARE EXPERIMENTAL MEASUREMENTS WITH STANDARD ERRORS WITH STANDARD ERRORS AND SOLID LINES REPRESENT 

VALUES PREDICTED FROM EQ. (6). 

The effect of temperature on the inactivation rate constants of studied enzyme was mathematically described by 

the Arrhenius equation. All the Ea values were estimated. The effect of pressure on the inactivation rate constants 

was described by the Eyring equation (Eq. 3). All the activation volume values, Va, were also estimated for each 

studied temperature. Negative activation volumes indicate that pressure increase favors enzymes inactivation at a 

given temperature.   

Based on Eqs. 2 and 3 and taking into consideration of the effect of pressure on Ea values (Eq. 4) and the effect of 

temperature on Va values (Eq.5), the multi-parameter equation was used to predict the inactivation rate constant at 

any combination of pressure and temperature conditions (Eq.6). For purified actinidin, the parameters of the 

equation were estimated using non-linear regression routine (SYSTAT 8.0, Statistics 1998, SPCC Inc., Chicago, III, 

USA) (Table 2). The experimentally obtained k-values were very well correlated to the predicted values from the 

model. The same model has been used by Polydera et al. (2004) and Katsaros et al. (2009a,b), to describe 

pectinmethylesterase and proteases inactivation kinetics, respectively. 

TABLE 2. PARAMETERS OF THE MULTI-PARAMETER EQUATION FOR PURIFIED ACTINIDIN  INACTIVATION AT VARIOUS PRESSURE-TEMPERATURE 

CONDITIONS (PREF = 600MPa, TREF=323K). 

PARAMETER 
Estimated values     (Purified 

actinidin) 

95% confidence       interval 

Lower* Upper* 

kref P.T (min-1) 0.007 0.006 0.009 

EaP (kJ/mol) 59.2 48.9 69.5 

VaT (ml/mol) -9.0 -10.9 -7.1 

B (MPa-1) 0.0012 0.0010 0.0023 

A (ml/molK) 0.205 0.086 0.344 

R2 0.99 

   *Upper and lower values were estimated for 95% confidence intervals by the non-linear regression routine (SYSTAT 8.0) 

Compared these data with those cited in the literature for pressure inactivation of crude actinidin (Katsaros et al, 

2009b), it was worth investigating the effect of different matrices on the stability of these enzymes against HP 

treatment. In Figure 5, the HP inactivation of actinidin (crude and purified forms) is presented. These enzymes 

were found to be more pressure sensitive in crude form compared to the purified form in a buffer system. 

Analyzing the results, it could be assumed that HP inactivation of purified enzymes was less pronounced than of 

crude enzymes meaning that the purified enzyme was more pressure stable. This conclusion could mean that pH 

or level of enzymes purification affects the degree of actinidin inactivation. The pH of buffer solution was close to 7 

indicating that the enzyme pressure stability is increased at neutral pH values. Severe conditions based on 

combining high temperatures and high pressures were necessary to completely inactivate the purified enzymes. 
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FIGURE 5. HIGH PRESSURE INACTIVATION OF PURIFIED AND CRUDE ACTINIDIN AT 50°C FOR 2 min. 

Analysis of Actinidin Structure by Circular Dichroism Spectroscopy 

High-pressure-induced structural changes upon the purified actinidin from kiwi juice were investigated using 

circular dichroism spectroscopy (CD). The experiments were carried out for temperatures around 60°C, well below 

the actinidin thermal denaturation limits. The CD spectra for the purified actinidin are presented in Figure 6.  

Spectra in the far-UV (wavelength region 190-260 nm) are presented in panel A and in the near-UV in panel B. The 

native actinidin exhibits one positive band at 190 nm and a negative extreme at 208 nm which is greater in 

magnitude than that at 220-222 nm. Similar secondary structure has been observed for proteinase Ω and papain 

(Solis-Mendiola, 1992). Analysis of the far-UV spectrum for the native molecule using CDNN software (Bohm et al., 

1992) leads to 38.1 % helical content and 23.4 % beta sheets. These results are similar to what has already been 

published for the crystallogarphically solved structure of actinidin (Baker and Drenth, 1987).   

In general, the pressure-induced conformational changes of an enzyme depend on its internal packing. The protein 

volume in solution contains voids and internal cavities, results of the imperfect packing of amino-acid residues as 

well as contributions due to solvation of peptide bonds and amino-acid side chains. For the actinidin, the HP 

induced spectra in the far-UV region presented in Fig. 6A reveal negligible differences with respect to the native, 

independently of the pressure level used for the treatment, i.e. for pressures 500, 750 and 900 MPa. This verifies 

that HP alone does not cause alterations upon the molecule’s secondary structure. Pressure bears minimum effect 

upon the hydrogen bonds which are responsible for the secondary-structure network maintenance. 

As in the case of the far-UV CD spectra, the near-UV CD spectra of the treated and untreated enzymes, associated 

to the molecule’s tertiary structure (Woody, 1995), reveal reversible conformational changes (Figure 6B). Based on 

the three-dimensional structure of actinidin (PDB code 2ACT) (Picture 1), this molecule consists of a single chain of 

220 residues, and is folded into two domains, domain I consisting of residues 19-115 and 214-218 and domain II 

residues 1-18 and 116-123 and contains three disulphide bridges (22-65, 56-98 and 156-206).  

 

FIGURE 6. PANEL A, FAR-UV AND PANEL B, NEAR-UV CD SPECTRA FOR THE UNTREATED ACTINIDIN IN PHOSPHATE BUFFER (pH 

6.0) AT 30°C (BLACK LINE); THERMALLY TREATED ACTINIDIN AT 60°C FOR 20 min (RED LINE), HIGH-PRESSURE-TREATED 

ACTINIDIN, AT 60°C AND 500 MPa FOR 20 min (GREEN LINE), AT 60°C AND 750 MPa FOR 20 min (BLUE LINE) AND AT 60°C AND 900 

MPa FOR 20 min (PURPLE LINE).  
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Theoretical studies suggest that disulfide bonds stabilize proteins by reducing the entropy of the denatured state 

(Betz, 1993). Consequently, the tertiary structure of actinidin may remain fairly reversible even at 900 MPa due to a 

high number of disulfide bridges, which are known to stabilize its three dimensional structure. 

As discussed previously, actinidin was progressively inactivated by increasing pressures. The residual activity 

obtained for the various processes were 45% for treatment at 900 MPa, 60 °C and 20 min, 62% for treatment at 750 

MPa, 60 °C and 20 min and 80% for treatment at 500 MPa, 60 °C and 20 min. Taking into consideration of all the 

obtained results with regards the effect of pressure on the secondary and tertiary structure of actinidin, it may be 

assumed that the reduction of enzyme activity is not a result of the denaturation of major elements of the protein 

structure, but it may be correlated to the alteration of the precise spatial arrangement of residues in the active site. 

In the active enzyme, the thiolate (S~) ion (domain I) is believed to exist predominantly as an ion pair, with the 

positively charged nitrogen of the imadazole group (domain II) (Picture 1). It is suggested that HP may destabilize 

the hydrophobic aggregates, allowing water molecules to be forced into the enzyme interior. This will, in turn, 

affect the linkage between thiolate ion of cysteine group and positively charged nitrogen of the imidazole group of 

the active site of actinidin leading to the reduction of the enzyme activity.   

 

PICTURE 1. THE STRUCTURE OF ACTINIDIN (PDB CODE 2ACT). THE ACTINIDIN IS FOLDED INTO TWO DOMAINS, DOMAIN I 

(RESIDUES 19-115 AND 214-218) AND DOMAIN II (RESIDUES 1-18 AND 116-123) AND CONTAINS THREE DISULPHIDE BRIDGES (22-65, 

56-98 AND 156-206) (LIGHT BLUE COLOUR). DOMAIN I CONSISTS MAINLY OF HELICAL SEGMENTS (RED COLOUR), WHILE DOMAIN 

TWO IS BUILT AROUND AN IRREGULAR TWISTED BETA SHEET (GREEN COLOUR). THE ARRANGEMENT OF CYS25 (PINK COLOUR, 

LEFT SIDE), WITH ITS FREE SULPHYDRYL GROUP, AND OF HIS162 (PINK COLOUR, RIGHT SIDE) ALONG WITH SOME OTHER 

RESIDUES IN CLOSE PROXIMITY ACT AS THE ACTIVE SITE OF THE MOLECULE.  

Conclusions 

Thermal and HP inactivation of purified actinidin was modeled by first order kinetics. The inactivation rate 

constants of the treated enzyme were expressed as a function of temperature and pressure enabling a proper 

design of high pressure treatments. A developed mathematical model, which describes the actinidin inactivation 

rate as a function of pressure and temperature conditions, taking into account of the dependence of both activation 

energy and activation volume on the applied pressure and temperature respectively, allows a better quantitative 

comparison of different treatments in the quest for an optimal process design. Purified actinidin appeared to be 

significantly resistant to pressure treatment. Severe conditions based on combining high temperatures and high 

pressures were necessary to inactivate this enzyme. Similar treatments reported previously in crude forms yielded 

higher enzyme inactivation rate, which implies that the matrix (composition and pH) play an important role in 

enzyme stability.  

HP-induced structural changes upon the purified actinidin from kiwi juice have been investigated using circular 

dichroism spectroscopy (CD). Comparison of the CD spectra for the treated and the untreated enzymes reveals that 

HP does not cause alterations upon the molecule’s secondary and tertiary structure (reversible conformational 

changes). HP may affect the arrangement of residues in the active site of actinidin leading to reduction of enzyme 

activity. 
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Abstract 

The aim of this work is to introduce new applications for Unmanned Aerial Vehicles (UAVs) in Agriculture and especially in 

crop protection. All tests have been carried out in the island of Crete in Greece. Specific applications are: a) detection of 

symptoms (canopy discoloration) of pest or disease infestation on olive trees, b) mapping of Palm trees and identification of 

visible signs of infestation by the red palm weevil Rhynchophorus ferrugineus in large palm plantations, c) co-operation of 

UAV with electronic traps that automatically count insects and send counts to a server which, in turn summons and direct 

drones to spray in designated areas. Equipment and software, step by step methodology and practical applications of each of 

the three cases are described. We seek new application of drones in view to expand their possible uses that will allow them to 

penetrate the business of small to medium sized regional stakeholders. This work puts its emphasis on the practical details of 

the implementations, serving as a useful reference to relevant field-work. 

Keywords 
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Introduction 

UAVs are foreseen to become one of the technologies of the future. Satellites offer expensive services and do not 

satisfy the increasing need for spatial resolution and repeated controllable measurements for such application like 

monitoring of crop health and soil properties (e.g. plant growth, pest or disease development, irrigation problems 

etc.). UAVs have been proposed for repetitive tasks that are considered long and monotonous for humans or even 

dangerous [1,2]. 

In the context of precision agriculture applications UAVs appear in a broad spectrum of applications, including 

among many others: Assessment of water status and water stress effects in orchards [3], Chlorophyll content 

estimation [4], weed management [5], crop pest control [6], mapping of soil properties [7], estimating leaf carotenoid 

content in vineyards [8], development of spraying UAVs [9]. 

UAVs are routinely used as semi-automated crop scouting services in the sense that they are used to visually 

inspect fields but the images are interpreted by specialized users to improve management practices. Typical 

applications of UAVs include vegetation index maps that can be used for the analysis of agri-environmental 

measures [10-14]. 

However, technological advances penetrate slowly the routine practice of the majority of the cultivators as the 

latter rest unsure as to how this technology could lead to cost savings or revenue growth. To succeed in altering 

habits of decades we need to present case studies where technological advances meet the real needs of practitioners. 

The broad objective of this research is to determine potential case studies of drones as a viable alternative for 
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manual crop scouting. It is an effort to expand possible utility so that agricultural unions and regional stakeholders 

can use the same technology in multiple applications under the same software umbrella. As the cost of image 

processing software to produce maps is big followed by the cost to purchase UAVs, one needs to identify an 

umbrella of practical, small scale applications that will allow this technology to penetrate small to medium size, 

regional stakeholders [1]. We put emphasis on practical issues and implementation details. 

The specific aim of the present study is to evaluate the application of UAV in various crucial crop protection 

practices such as detection of pest symptoms on olive trees, identification of visible signs of infestation by the red 

palm weevil Rhynchophorus ferrugineus (Coleoptera: Curculionidae) in palm plantations and co-operation of 

UAV with electronic traps to achieve directed and targeted spraying of a designated area. The three cases 

(scenarios) are analytically presented below: 

CASE A: Detection of Infestation Symptoms on Olive Trees 

The cultivation of olive trees in Crete, occupies a very large part of the island’s area. Approximately ¼  of the total 

area is covered by around 33 million olive trees, which constitute 65% of the agricultural land of the island [15]. 

The phytopathogenic bacterium Xylella fastidiosa, whose geographical distribution previously only included 

American countries and Taiwan, was recently encountered in Iran and in Europe as well. In particular, its first 

record in Europe referred in Southern Italy (Puglia region) in 2013 and concerns the detection and identification of 

a new and eminently destructive disease which affects the olive trees, commonly named “Olive Quick Decline 

Syndrome” (OQDS) [16]. Apparently, the inspection procedure for the early detection of the bacteria presence is 

extremely time consuming, taking into consideration the huge amount of olive trees in Crete (33 million trees) and 

in many other areas of Europe. Therefore it is necessary to find a detection process for all the olive trees in Crete 

with autopsy, which will be faster than the field inspection by experts, and immediately locate and remove all 

infected trees (eradication). The aim of this study is to get prepared for the strike of X. fastidiosa in Crete and to 

evaluate the use of the drone, for the identification of olive trees with dried foliage (yellowish discoloration in 

canopy), so that the olive trees that are suspected for infestation can be quickly located and then tested for the 

presence of X. fastidiosa, if it ever appears in the island of Crete. 

CASE B: Mapping of Palm Trees and Detection of Rhynchophorus Ferrugineus Infestation 

Symptoms 

The presence of the red palm weevil R. ferruginneus is confirmed by the official authorities in more than 30 

countries in Asia and in the Mediterranean basin [17]. Wherever it has been located, its action has been devastating 

for the plantation of palms. Infested palm trees show a total loss of their leaves and rotting of the trunk which lead 

to the unavoidable death of the tree. Adult females lay eggs in the crown of palm trees, larvae then penetrate the 

crown and later to most parts of the upper trunk, forming tunnels of up to 1 m long. Many a time, the insect 

completes several generations inside the crown or trunk feeding on the inner tissues until the trunk or crown 

becomes hollow and tree gets killed. After the death of the palm adult weevils come out and seek fresh trees to 

attack [18]. The presence of R. ferruginneus has been verified in the island of Crete  [19]. The cause of the high rate of 

spread of this pest is human intervention, by transporting infested young or adult date palm trees and offshoots 

from contaminated to uninfected areas. Date palm is an important crop in North African countries and ornamental 

palms are widely planted as amenity trees in the whole Mediterranean area. Three months after the infestation we 

have visible evidence of the palm decadence. As all palms are suitable for the development of the RPW there is a 

grave danger for the Cretan date palm Phoenix theophrastii that is found in the palm tree forest of Vai in Crete. Vai 

is the last palm tree forest on earth that is composed of this threatened plant species [20]. In case the pest is left 

undetected within a few weevil generations resulting in very severe overall damage. However, if detected on time, 

the damage can be minimized. 

Hence the effort of using UAVs as a means of inspection is directed at early detection of infestation symptoms. The 

infested trees once located are destroyed and endangered trees are treated with insecticides. This treatment 

protects the rest of the trees from being infested. 
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CASE C: UAVs Co-Operating with E-Traps 

We have developed e-traps adjusting our electronics in traps monitoring populations of pests in olive, cotton, 

grapes, fruits and apple cultivations, stored products, pines, and palm plantations [14-17]. In the present study, the 

possibility of a synergy between e-traps deployed in the field and UAVs used for targeted spraying is investigated. 

The application of pesticides is of crucial importance for crop protection. The use of UAVs is becoming increasingly 

common in carrying out this task mainly because of their speed, accuracy and effectiveness in the spraying 

operation [21, 22]. In our proof-of-concept scenario, an e-trap [23, 24, 25] calls a UAV (in practice this would be a spraying 

UAV), and submits its coordinates. The UAV accepts the call, flies to the given coordinates and performs a 

rectangular spraying flight having as its center the e-trap (i.e. simulating the spraying procedure) and returns to 

base. 

Our findings are discussed on the basis of expanding UAV's possible uses in Agriculture, especially in crop 

protection, emphasizing on the practical details of the implementations. 

Materials and Methods 

Equipment and Software 

We reference the equipment and software we used to capture image and video data to create geo-referenced maps 

and models. 

UAVs Used 

- DJI Phantom 3 Advanced UAV  

The DJI Phantom 3 Advanced UAV was used to carry out the case-studies of this paper. The Phantom3-Advanced 

carries a fully stabilized 3-axis 1080p full HD video camera for smooth, videos and still photos. To allow you to see 

what the drone sees, DJI has engineered a new generation of their Lightbridge technology that allows 720p HD 

digital streaming of live video directly from the drone. You can control the camera and see video in real time as 

you fly and you can even share the video using the DJI Pilot app's advanced features. A wireless range of up to 3.1 

miles line-of-sight is provided (depending on conditions).  

Software Used to Control the UAV During the Flight 

- DJI Go Android App (http://www.dji.com/product/goapp)  

By using the DJI Go App the UAV operator can capture image and video data with the Phantom UAV and see 

exactly what the camera sees. It can track the aircraft’s position and heading with a glance at a map. 

- Pix4Dcapture (https://pix4d.com/product/pix4dcapture-app) 

The Pix4D capture helps the UAV operator to select a flight plan and capture image data, ready for creating 

georeferenced maps and models in Pix4D or relevant photogrammetry desktop software. 

Software Used to Post-Process the Images Taken from the UAV Flight 

- MapsMadeEasy (https://www.mapsmadeeasy.com) 

Maps Made Easy is a web application that lets users upload aerial photos, stitch the images and host created maps.  

Software Used to Run the Simulation in UAV’s Co-Operating with E-Traps Case Study 

- Dronekit Python (http://python.dronekit.io/) 

DroneKit-Python is an open source and community-driven project that allows developers to create apps that run 

on an on-board companion computer and communicate with the ArduPilot flight controller using a low-latency 

link. Onboard apps can significantly enhance the autopilot, adding greater intelligence to vehicle behaviour, and 

performing tasks that are computationally intensive or time-sensitive (for example, computer vision, path planning, 

http://www.dji.com/product/goapp
https://pix4d.com/product/pix4dcapture-app/
https://www.mapsmadeeasy.com/
http://python.dronekit.io/
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or 3D modelling). DroneKit-Python can also be used for ground station apps, communicating with vehicles over a 

higher latency RF-link. The API communicates with vehicles over MAVLink. It provides programmatic access to a 

connected vehicle’s telemetry, state and parameter information, and enables both mission management and direct 

control over vehicle movement and operations. DroneKit-Python is compatible with vehicles that communicate 

using the MAVLink protocol (including most vehicles made by 3DR and other members of the DroneCode 

foundation). It runs on Linux, Mac OS X, or Windows. 

- DronekitSitl (https://github.com/dronekit/dronekit-sitl) 

The ArduPilot SITL (Software In The Loop) simulator allows you to simulate an ArduPilot based autopilot and 

communicate with it using MAVLink over the local IP network. DroneKit-SITL is a fast and easy way to run SITL 

on Windows, Linux, or MAC OSX. The tool is used extensively by DroneKit projects to test DroneKit apps and 

example code. 

- MavProxy (https://github.com/ArduPilot/MAVProxy) 

MavProxy is a UAV ground station software package for MAVLink based systems. MAVProxy is a fully-

functioning GCS for UAV’s. The intent is for a minimalist, portable and extendable GCS for any UAV supporting 

the MAVLink protocol (such as the APM). 

UAV Application Procedure 

Hereinafter, we describe the practical steps on how to use an UAV to capture image data, ready for creating geo-

referenced maps and models based on available, state-of-the-art software. The following steps were followed in 

order to carry out the studies of this paper: 

First, one needs to download and install a mission planning application that is compatible with the drone that is 

being used (e.g. Pix4Dcapture, Mission Planner, Drone deploy etc.). In this example the Pix4D capture application 

has been used to plan a mapping mission of a DJI Phantom 3 UAV. 

Subsequently, the user through the software interface defines a single or multiple flight missions around the region 

of interest, taking account parameters like: altitude, drone speed, image overlap, camera angle, mission estimated 

time etc. for optimal results (see Fig. 1).  

 
FIG.1 MISSION PLANNING APPLICATION EXAMPLE(PIX4DCAPTURE) 

The user can define the region of interest by resizing, and panning the green window in the middle of the screen. 

The software application automatically calculates the region’s area, the number of images needed, the spots where 

each image will be shot and the duration period of the mission. As a rule of thumb, it needs about 10 minutes to 

capture a 10 hectares region. 

After the completion of the mission, depending on the user’s needs, images can either be uploaded to a cloud 

service directly from the application and, therefore, the user receives a Quick 3D Preview, True Orthomosaic (Fig. 

https://github.com/dronekit/dronekit-sitl
https://github.com/ArduPilot/MAVProxy
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2), Digital Surface Model or NDVI vegetation index map among many other features. Alternatively, the user can 

just transfer the project directly from the drone to a computer and process it offline (e.g. locally by using 

Pix4dmapper, Agisoft Photoscan, OpenDroneMap etc. or on the cloud through the platforms of Maps made easy, 

Drone deploy etc.). In the following case studies the MapsMadeEasy online service was used, in order to create the 

true orthomosaic. 

 
FIG.2 TRUE ORTHIMOSAIC-A SERIES OF OVERLAPPING AERIAL PHOTOGRAPHS TAKEN FROM THE UAV’S CAMERA(LEFT)THAT 

HAVE BEEN GEOMETRICALLY CORRECTED(ORTHORECTIFIED)(RIGHT)TO GIVE THEM A UNIFORM SCALE AND THEREFORE GIVES 

EXACT MEASUREMENTS AND CAN BE USED IN ANY GIS SOFTWARE. 

Cooperation of UAV and E-Trap 

For the purposed of the case 3 scenario, the e-traps carry SIM-cards and make use of the GPRS functionality to 

transmit counts of trapped insects to a server that keeps all information in a database. For handling the database 

and the information flow a Web Application is used, that is composed of two parts: a) The back-end, that runs on 

the Web Server is written in PHP and manages the database and b). TheFront End running in the web-browser, 

constitutes the user interface and is written in HTML5, CSS and JavaScript. The access to the database is through its 

Back End.We have implemented an application that sends an HTTP request and communicates with the Back End 

of the Web Application. The HTTP is a POST request, referencing a specific URL and has as ID the trap parameters. 

The back-end of the Web application includes PHP code to handle the request. The code reads the ID, and collects 

the relevant information from the database (i.e. counts, GPS coordinates). Then, it answers to the HTTP request 

with an HTTP response that returns the requested information in JSON form. The client-application that sends 

HTTP POST requests, is written in python using the library “requests”. A second python script creates and uploads 

a mission to the UAV, where the UAV takes off, flies to the e-trap, performs a rectangular spraying flight of 25m2 

having as its center the e-trap and returns to base. This drone action simulates the action of a spraying drone. The 

python script is executed on the base station when the number of insects recorded in the e-trap exceeds the 

predefined threshold. The server is the link between the e-traps and the UAV. It gathers the data from the e-traps 

and when the insects’ number surpasses the threshold the script is executed. 

Results and Discussion 

CASE A: Detection of Infestation Symptoms on Olive Trees 

We have examined the applicability of UAVs in identifying possible discoloration in the canopy of olive trees. The 

UAV’s acquired images and video recordings were used to examine the olive grove for variations within crops. 

The variation within a single crop is caused by the natural variation in pheno- and genotype, as well as the 

individual history of the plant [14]. 

Olive trees with regional dried foliage were found in an olive grove in the area of Kato Asites in the district of 

Heraklion in Crete (35.18417o N, 24.99375o E). 
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In order to test the method, the UAV took a flight at a low altitude, in that specific olive grove, to scan the region. 

For this case a DJI Phantom 3 Advanced was used to visually check, in real time, for any abnormalities in the 

crown of the trees, by viewing the video feed on the screen of a tablet running the DJI GO application. 

        

FIG.3 SCREENSHOTS OF THE VIDEO CAPTURED DURING THE FIRST PASS OF THE UAV FLIGHT SHOWING DISCOLORATIONS IN 

THE CROWN OF SOME OLIVE TREES 

A discoloration of the crown of some trees was quickly noticed during this first pass and captured in video and 

images (Fig. 3). Emphasis was given to “suspicious” trees, by reducing the height of the flight. During this lower-

altitude, second pass, the macroscopic inspection revealed peripheral drying at the bottom of the crown (Fig. 4). 

      
FIG.4 SCREENSHOTS OF THE VIDEO CAPTURED DURING THE SECOND LOWER PASS OF THE UAV FLIGHT TEVEALING 

PERIPHERAL DRYING AT THE BOTTOM OG THE CROWN 

Subsequently, the human operator of the drone defined a mission (Fig. 5) at a height of 50 meters to capture a 

series of 65 photos needed for the creation of a true orthomosaic (an image geometrically corrected which has a 

uniform scale and each pixel corresponds to a set of known coordinates and therefore gives exact measurements). 

The purpose of this action was to create point features with exact coordinates corresponding to each “suspected for 

infection” tree. 

 
FIG.5 CHARACTERISTICS OF THE MISSION PLAN DEFINED TO CREATE A TRUE ORTHOMOSAIC IMAGE,ESSENTIAL FOR THE 

ACCRURATE POSITIONING OF THE INFECTED OLIVE TREES 

By processing the data (high resolution geo-referenced image) it turned out that 26 olive trees had dried yellowish 

foliage in a single parcel (Fig. 6). The explanation for these symptoms was provided by the owner of the olive 
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grove, who explained that the dried foliage was due to a fire that could not be controlled. This theory was 

corroborated by the fact that damaged canopy parts were located at the lower branches of the trees. 

 
FIG.6 HIGH RESOLUTION GEO-REFERENCED IMAGE(TRUE ORTHOMOSAIC)SHOWING THE 26 OLIVES TREES THAT HAD DRIED 

FOLIAGE 

CASE B: Mapping of Palm Trees and Detection of Rhynchophorus Ferrugineus Infestation Symptoms  

This section outlines how UAVs have been used in remote sensing for identifying visible signs of R. ferrugineus 

infestation in palms.  

We investigate the applicability of drones to check-up quickly of a large number of palm trees with minor human 

intervention and a single case is described below. A drone was flown as close as 1 to 5 meters from a palm tree 

plantation in Afrathias, Tympaki (35.0458o N, 24.76038o E). For this case a DJI Phantom 3 Advanced was used to 

detect any abnormality in the crown of the palm trees, by viewing in real time the video feed on the screen of a 

tablet running the DJI GO application. Emphasis was given to the palm trees that appear to have abnormalities in 

their crown. Still images and video were captured during the flight to be analysed afterwards(Fig. 7). After the 

analysis the palm trees were divided into 3 categories and marked with different colours (Fig. 8): dead palm trees 

(marked in yellow), ostensibly healthy palm trees (marked in green) and palm trees with visible signs of infestation 

(marked in red).  

   
FIG.7 DETAIL ON A PALM PLANTATION(35.04625o N, 24.75948o E )SHOWING VISIBLE SIGNS OF INFESTATION ON THE LEAVES, 

DEMONSTRATING THE POSSIBLE USE OF UAVS IN GPS TAGGING AND SURVEILLANCE OF PALM PLANTATIONS 
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FIG.8 PALM  PALM PLANTATION(35.04625o N, 24.75948o E)INSPECTED WITH AN UAV.DEAD PALM TREES(MARKED IN 

YELLOW),OSTENSIBLY HEALTHY PALM TREES(MARKED IN GREEN)AND PALM TREES WITH VISIBLE SIGNS OF 

INFESTATION(MARKED IN RED) 

CASE C: UAVs Co-Operating with E-Traps 

Before testing the script on a real UAV a simulation was run using the tools of Drone Kit, Drone Kit-Sitl and 

MavProxy. The scenario was that our base station (lat: 35.317844o, lon: 25.103059o) gets a signal that an e-trap 

located 250m to the east (lat: 35.317844o, lon: 25.105493o) exceeds the predefined threshold of the 30 insects. The 

base station server subsequently initiates the mission and an UAV is sent to the e-trap, performs the rectangular 

flight and after 2 minutes returns to the base and lands. The whole procedure is described in Fig. 9.  

We foresee that the successful execution of this scenario has the potential of revolutionizing the treatment of large 

plantations. Networks of electronic monitoring traps sample pest’s populations, send their accumulated data 

wirelessly through the GSM network to a central monitoring station. The central agency automatically decides 

when and where to send spraying drones and is guided by the traps to spray from low-altitude and effect surgical 

hits. 

 
FIG.9 DIAGRAM SHOWING HOW AN E-TRAP LOCATED ON A TREE SENDS DATA TO THE BASE SERVER,WHICH CONSEQUENTLY 

SETS AN UNMANNED AERIAL VEHICLE IN MOTION,MISSIONED TO FLY TO THE E-TRAP,SPRAY THE TREE IF NEEDED AND 

RETURN TO THE BASE. 
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Conclusion 

UAVs appear with a main role in an increasing number of applications in agricultural and environmental tasks. 

Their use and future prospect is constantly celebrated. However, their use penetrates slowly the routine practice of 

the majority of the cultivators as the latter rest unsure as to how this technology could eventually lead to cost 

savings or revenue growth. This paper is augmenting the number of possible uses of this technology with new 

applications that have been carried out in the island of Crete in Greece. Our aim is to introduce this technology to 

small/medium regional stakeholders in an effort to help them face their crop protection problems related to the 

effectiveness of common detection methods and to reduce their monitoring costs. Moreover, by increasing the 

number of possible tasks carried out by the same stakeholder by re-using the same technology it is possible to 

improve the cost to benefit ratio for acquiring this technology and offering a sustainable, high-technology service 

to the community. 
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