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Abstract

Strain hardening is one of the important strengthening mechanisms, which plays significant role in processing and application
of metals and alloys. For non-heat treatable alloys, it becomes more important. Its effect is different in different metals and
alloys and accordingly specific process and application regime are selected. A large variety of metals and alloys from the family
of light alloys (Al, Ti based), high strength steels and high temperature alloys (Co, Ni and Nb based) are used in aerospace
systems. This paper analyses importance of strain hardening phenomenon in these alloys. Attempts are made to explain the
differential behaviour of various alloys in governing the tensile to yield strength ratio along with % elongation. Role of
temperature in this behaviour is also included.
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Introduction

Strain hardening or work hardening is one of the most commonly used means of improving strength of an alloy. In
a simple way it is the use of permanent deformation to increase the strength of the metal. It is either denoted by
tempers (as half hard, full hard, spring temper, etc.) in case of steels or by % cold work in case of light metals/
alloys (aluminium/ titanium). Strain hardening in metals, i.e. the capacity of the material where flow stress
increases with increasing plastic strain, is being studied since the discovery of dislocations, and is still a matter of
current interest. Understanding the strain-hardening capability of structural alloys is of practical importance also
since it controls their fracture properties and deformability.

Strain hardening is an important industrial process that is used to harden metals or alloys that do not respond to
heat treatment. For alloys strengthened by solid-solution addition, rate of strain hardening may be either increased
or decreased as compared to pure metals. Dieter explained that the final strength of a cold worked solid solution
alloy is mostly greater than that of pure metal cold worked to the same extent at the same temperature. Increasing
temperatures reduces strain hardening and accordingly strength. The rate of strain hardening can be assessed from
the slope of the true stress-true strain graph (flow curve). Generally, the rate of strain hardening is lower for hcp
metals than for cubic metals.

Increase in strength can be seen from schematic Fig. 1 explaining strain hardening phenomenon. It also explains
that material shows increase in strength in unloading and reloading. The degree of cold working determines the
strength of a metal. As the amount of cold work increases, so does the strength. However, the total elongation also
changes with amount of cold work. Harder tempers like spring and super spring have high strength and low
ductility (bad formability), whereas softer tempers like annealed and 1/4 hard have low strength and high ductility
(very good formability). When choosing a material for specific application, it is best to use the highest strength
material that still meets the formability requirements of the design.

As the percentage cold work increases, there is a diminishing increase (increase with lower rate) on strength.
Generally it is seen that increase in strength with increase in cold work results in lowering of % elongation. This is
due to the fact that at higher amount of reductions, there are fewer free dislocations to become entangled. Since the
material is less able to plastically deform, fracture becomes much more likely. At high levels of cold work, the
material becomes very difficult to further process or form. If it must be formed, or reduced further in thickness,
then annealing becomes necessary. Extent of reduction/ changes in ductility due to cold work is different for
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different alloys. It depends on several other factors like type of alloy, stacking fault energy, number of phases,
strain hardening behaviour and strengthening mechanisms in the alloy.

Strain hardening results from the interaction of dislocations with each other and with the various constituents of
the microstructure, such as, grain boundaries, precipitates and solutes, etc. When a material is permanently
deformed, the dislocations move until they are stopped in the crystalline lattice. The most effective dislocation
barriers are another dislocation. Where dislocations run on different planes and intersect, they cannot pass through
each other. Finally, dislocations pile up against each other, and become inter-twined. This dislocation entanglement
prevents further permanent deformation of that particular grain, without use of significantly greater energy. This

greatly increases the strength of the material in subsequent loading.
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FIG. 1: SCHEMATIC REPRESENTATION OF STRAIN HARDENING
Varieties of alloys in various forms are used in aerospace systems, which are realised through different processing
techniques. Strain hardening has important role in processing as well as in application of these materials. This
phenomenon has been extensively studied and reported. However, its role and importance in aerospace alloys has
not been discussed adequately. The present paper attempts to highlight, analyse and review this important

phenomenon in aerospace alloys.

Effect of Strain Hardening

Strain Hardening and Plastic Instability

Plastic instability is another condition, which is closely associated with strain hardening phenomenon. It is an
established fact that necking is the result of a trade-off (during deformation) between the strain hardening process
within the material and the level of the applied stress. Metals generally show a reduced strain hardening with
increasing strain while the level of the stress continues to increase. At some point, the two values cross and the
material is plastically unstable and the smallest of defects is sufficient to promote localized deformation at that
position. Essentially all deformation is localized thereafter in the necked region until fracture occurs. The greater
the strain hardening coefficient, the plastic instability is delayed. Delaying plastic instability to higher strain levels
is desirable for forming operations and also for increased toughness. Plastic instabilities continue to be a real
concern in the design of structures. Strain localization is mostly promoted by large inclusions, by triaxial stresses
(e.g. sharp notches and cracks) and are pronounced in materials with low strain hardening and low strain rate

hardening.
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Kujawski and Ellyin showed that for a strain hardening material, the plastic zone size in plane stress is affected as a
result of strain hardening. The larger the strain hardening, the greater the strain to instability. It would thus appear
that the ductility is increased by decreasing the volume fraction and size of particles (fewer voids nucleated) and
that it is especially effective in materials of high strain hardening.

Strain Hardening and Fracture

Griffith explained the fracture problem arising from small cracks and computed the fracture stress, while Orowan
applied this result to materials which had some degree of plasticity by adding an additional term to the true
surface energy with the plastic deformation. Thus more realistic picture that develops for most structural materials
is that some plasticity occurs at the crack tip and with continued loading, the size of the plastic zone at the crack tip
increases, eventually leading to fracture. Of course while the size of the zone increases, the strain at the crack tip
increases as well. Eventually a critical strain is reached and fracture takes place.

The plastic strain has a significant effect on the energy that may be absorbed at the tip of a sharp crack. It means
plastic strain (localization) plays a key role in the fracture resistance of metals. Strain localization on a macroscopic
scale is delayed in smooth bars by increasing the strain hardening coefficient to promote more uniform
deformation. This implies rather directly that all things being equal, the fracture toughness of a material increases
with increasing strain hardening. Petch and Armstrong described the strain hardening phenomenon for steel and
other reasonably cleavage-prone materials that, on loading a pre-cracked material, the plastic zone at the tip of the
crack strain hardens until the cleavage stress is reached and the material fractures.

Most of the strengthening methods of material raise the yield stress without changing the cleavage fracture stress
and so the fracture toughness decreases. But strengthening through strain hardening phenomenon increases
fracture stress also and correspondingly fracture toughness. For example, grain refinement raises the material yield
stress but the fracture stress is raised even more and so the fracture toughness. In case of low strain hardening,
very little hardening occurs ahead of crack and deformation is localized to a small strip. However, an alloy having
significant strain hardening will have a large plastic zone because once the material directly in front of the crack
deforms, it becomes harder than the non-deformed material and deformation spreads in both the lateral and
forward directions. All factors being equal, the material with high strain hardening exhibits high fracture
toughness.

The work of Hahn and Rosenfield provides a simple example of the factors affecting the fracture toughness:

K)c =n|/cEo ¢,

where Kicis the plane strain fracture toughness, n the strain hardening coefficient, oy the yield strength, B fracture
strain, E the Young’s modulus, and c is a constant depending on the state of stress.

Strain Hardening in Nano Grained Material

The small grain size of nano materials makes them quite different from the bulk material in a number of ways. For
example, at high and moderate strain rates, the nanomaterials exhibit very low ductility at room temperature.
However, at very low strain rates (less than 10+ s?), very large strains are usually observed in fcc nanomaterials.
This is due to an extremely high strain rate sensitivity coefficient ‘i’ which is analogous to that observed in high-
temperature superplasticity of micro-grained materials. Consequently, the deformation mechanism at room
temperature and low strain rate resembles that for high-temperature superplasticity. This results in large amount
of deformation. It means high strain hardening assists in large deformation at very low strain rates. Indeed, Coble
creep (enabling both the grain boundary sliding and grain rotation) can operate according to the Ashby—Verall.

Strain Hardening and Other Properties

Material having good strain hardening behaviour also produces changes in other physical properties through cold
working. There is usually a small decrease in density of the order of few tenths of a per cent, decrease in electrical
conductivity due to an increased number of scattering centres, and a small increase in the of thermal expansion.
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Because of the increased internal energy of the cold worked state, chemical reactivity is increased. This leads to a
general decrease in corrosion resistance and in certain alloys introduces the possibility of ‘stress corrosion
cracking’.

Strain Hardening Parameters and Its General Effects

Strain Hardening Coefficient and Strength

Dieter et al. and Ebrahimi et al. explained that the strain hardening coefficient has major role in the forming
operation, which controls the amount of uniform plastic strain in the material before strain localization or necking.
A simple power curve relation express the flow curve of many metals in the region of uniform plastic deformation,
that is, from yielding to maximum load o= Ke", where # is the strain-hardening coefficient, and K is the strength
coefficient. Zhang et al. also described that the strain hardening coefficient and strength are the basic mechanical
parameters of metallic material performance. Ebrahimi et al. described that maximum amount of uniform plastic
deformation in tensile straining is given by the strain-hardening coefficient (). A standard method to evaluate it is
based on stress—strain data obtained from uniaxial tensile test. Stress—strain curves are usually represented by the
Holloman equation. Therefore, by plotting stress—strain data on logarithmic coordinates, it can be shown that the
slope of the line in the fully plastic region defines the strain-hardening coefficient ().

Similarly, the intersection between the stress axis of the stress strain curve and the extrapolated line of the true
stress strain curve gives the value of the strength. The relationship between K value and temperature and strain
rate is similar to the strain hardening coefficient value. It decreases with the temperature and increases as the strain
rate increases. Further, mechanical behaviour of superplastic materials is normally described by the power-law
relationship between the equivalent stress o, equivalent strain ¢ and equivalent strain-rate ¢ aso = K¢e"é" where n
is the hardening index, m the strain-rate sensitivity index and K a material constant.

Strain, Strain Hardening and Strain Hardening Rate

Luo et al. explained that the strain hardening coefficient n is the result of balance between strain hardening
mechanism depending mainly on strain, and softening mechanism depending on time. The strain hardening
coefficient increases with the increase in strain. The yield strength and the strain hardening increases with the
increasing strain rate at a fixed temperature but decreases with increasing temperature for a given strain rate. Role
of strain rate and temperature is highly significant in determining strain hardening behaviour and formability of
material. Lee et al. have shown that at constant temperature, the flow stress, strain hardening rate and strain rate
sensitivity increases with increase in strain rate.

While increases in the strain hardening rate will increase the strain at instability eu (true tensile strain at plastic
instability), it is not true that increases in oi (Friction stress for yielding in Hall-Petch equation) have the same
effect. In fact, increasing oi without a corresponding increase in the strain hardening rate will lower &, as is known
from the Considere criteria.

Grain size of material also has important effect on strain hardening. As the grain size decreases, the yield and flow
stresses increase without a corresponding increase in the strain hardening and some decrease in ductility is
observed. The effects even for a given material are not always obvious. For example, Morrison and Miller showed
that for titanium and Fe-Ni alloy, there was a decrease in uniform strain with decreasing grain diameter as
compared for other steel and titanium materials in which there was an increase in the reduction in area with
decreasing grain diameter. These two opposing behaviours can be understood with different degree of H-P
dependence.

Dynamic strain ageing (DSA) is another important phenomenon, which initially produces a rapid increase in the
strain-hardening rate with straining. However, when the supply of interstitial atoms (for dislocation locking) is no
longer sufficient, the strain hardening decreases. Increased interstitial content delays the onset of instability. In
high nitrogen steels (0.03%), neither decrease in strain hardening rate nor any reduction in ductility was noted.
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In fcc material, when oi is lower, favouring higher values of the instability strain, eu. There is no major effect of
reducing the temperature or increasing the strain rate on oi. However, both of these factors lead to increased
dislocation storage and increased strain hardening, thus leading to increasing the strain at instability. Composition
changes can also be very important. As an example, the case of 70-30 brass is instructive. In this material, alloying
tends to increase the strength. However, the SFE is also lowered delaying the onset of cross slip which maintains a
relatively high strain hardening rate. Thus compared to Cu, where the strain hardening decreases with increasing
strain, €u is greater.

In hcp materials like Mg, Zn, Cd and Be, the primary slip system, basal, is similar to fcc. However, there are only
two independent slip systems on this plane. Thus other non-close packed systems such as prism and pyramidal as
well as possible twinning must be activated for generalized polycrystalline deformation. The stress for basal slip is
not strongly temperature dependent. However, the stresses for the secondary systems are strongly temperature
dependent. The effect of these behaviours on the polycrystalline yield stress is that oi, shows little change with
temperature. However, the microstructural stress intensity parameter is related to slip accommodation between
neighboring grains and thus it becomes temperature dependence and yield increases with decreasing temperature
favouring a reduction in eu at lower temperatures. Opposing this trend is the fact that the strain hardening becomes
higher at lower temperatures. The net effect of these two factors is that eu increases at lower temperatures. For slip
in Zr and a-Ti, the primary slip system is prismatic. In these metals, oi is very much higher than for those metals
whose primary deformation mode is basal slip. The PN stress again dominates and there is a large increase in i at
low temperatures. The net effect is that eu is low and decreases even more at low temperatures. eu can be
understood in terms of the two competing terms in the Hall-Petch equation and details of the deformation process.

Strain Hardeing in Aerospace Alloys

Ti and Ti Alloys
1) Commercially Pure Ti

At room temperature CP-Ti has moderate formability and limited ductility. Although it has hcp structure only a
few slip systems are active. Therefore twin systems are necessary in order to obtain good amount of
deformation. However, twinning is also limited at {1012} and {1011}. Accordingly deformation is carried out at
elevated temperatures where basal slip systems can be activated. Chun and Wen-feng conducted a hot
compression experiment on commercially pure Titanium under high temperatures ranging from 700 to 900°C
with 50°C interval and at a strain rate 3.6 to 40 per minute. It was noted that dynamic recrystallization occurs at
900°C, dynamic recovery takes place at temperature range from 750 to 850°C, and the strain hardening
phenomenon occurs at lower temperature of 700 °C.

Furhter, Tsao et al. conducted a study on its flow stress behaviour during warm tensile deformation of sheet
specimen. It shows (Table 1) that the strain hardening coefficient of the CP-Ti sheet increases with the increase
in strain rate and decrease in deformation temperature.

TABLE 1: STRAIN HARDENING COEFFICIENT OF CP-TI AT VARIOUS TEMPERATURES AND STRAIN RATE

Temperature (°C) n value at different Strain rates (per sec)
5x10-2 1.6 x102 2.5 x103 8.3x 10
350 0.27114 0.23338 0.21536 0.1897
400 0.25602 0.21521 0.19058 0.16218
450 0.22366 0.19813 0.16278 0.13668
500 0.21171 0.15973 0.13912 0.11974

Ayman et al. conducted a simple compression test, plane strain compression test and simple shear test. In
simple shear, the strain hardening rate is much lower than in other two simple tests. In simple compression and
in plane strain compression, the strain hardening behavior is found to be in three stages. First stage consists of a
dynamic recovery regime and the second stage a region with increasing strain hardening rate. The third stage is
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characterized by a falling strain hardening rate. The increase in the strain hardening rate in first stage is due to
deformation twinning and not due to dynamic strain aging. The falling strain hardening rate in third stage can
be expected to be a result of increasing the difficulty of producing deformation twin.

Also, Purceka et al. explained that CP Ti could be uniformly processed through equal channel angular extrusion
(ECAE) upto 8 passes. Significant improvement in the strength levels with adequate ductility is because of the
grain refinement and the strain hardening without alloying.

2) TiAlloy Ti6Al4V

Luo et al. explained the flow stress—strain curves of Ti-6Al-4V alloy in a + 3 two-phase region and {3 single-
phase region at different strain rates and deformation temperatures. In both cases, isothermal compression
behaviour exhibits a peak flow stress at a very low strain followed by extensive flow softening where softening
rate is higher at low strains and considerably less at higher strains. This phenomenon is related to the fact that
the dominant deformation mechanism is due to slip of dislocations at low strains. Thus, the dislocation density
increases quickly with increasing plastic strain. Then, the softening effect plays an important role in dislocation
density evolution and with further increase of strain, flow stress sharply decreases to a steady value when the
dynamic softening effect is sufficient to counteract the strain hardening effect. The strain hardening coefficient
‘n’ results from a balance between hardening mechanisms depending mainly on strain and softening
mechanisms depending mainly on time. The strain affects significantly the strain hardening coefficient ‘n” due
to the change in grain size of primary phase, and the competition between thermal softening and strain
hardening.

It is reported that the strain hardening coefficient is not constant but it changes as the strain rate changes. It
decreases as the strain rate decreases due to decrease in the dislocation density.

Lee et al. conducted a study on the impact behaviour of Ti-6Al-4V alloy at -150 °C, 0 °C and 25 °C and at
different strain rates. The strain hardening coefficient value for the low temperature testing was found to be
larger as given in the Table 2. In this study, it has been also confirmed that the flow stress depends on both the
strain and the strain rate. Specifically, for a constant strain, the flow stress increases rapidly with increasing
strain rate, while for a constant strain rate, the flow stress increases gradually with increasing strain. Also it
explains that the strain hardening coefficient (n) increases with increasing strain rate at a fixed temperature, but
decreases with increasing temperature for a given strain rate. This result suggests that a lower deformation
temperature increases the density and multiplication rate of the dislocations within the Ti-6Al-4V
microstructure, and prompts a corresponding improvement in the resistance of the alloy to plastic flow.

TABLE 2: STRAIN HARDENING COEFFICIENT VALUES AT VARIOUS TEMPERATURES AND STRAIN RATE

Temperature (°C) Strain rate (s) Strain hardening coefficient

4300 0.4021

-150 3000 0.3749

1000 0.3414

4300 0.3361

0 3000 0.3183

1000 0.2967

4300 0.3266

25 3000 0.3091

1000 0.2877

Lee showed that for specimens deformed at different temperatures after the yielding, the flow curve firstly is of
parabolic shape until the true strain accumulates to about 0.075, and then becomes linear under a specific strain
hardening rate. It is also seen that the increase of temperatures has a very pronounced effect on the magnitude
of the flow stress, i.e. the flow stress decreases dramatically with an increase in temperature, which indicates
that a rapid softening occurs in the high temperature regimes, and that the dislocations annihilate far more
rapidly than they generate. From this study it is also found that the mechanical properties of this material are
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fairly sensitive to temperature. It is noted that under the present test conditions, the yield strength and the
strain hardening rate decrease with increasing temperature. This can be explained by the fact that increasing
temperature decreases the density and multiplication rate of dislocations, and consequently, resulting in a loss
of resistance to plastic flow, leading to, the material becomes softer and more ductile. When a material deforms
under high temperature and high strain-rate conditions, its flow behavior is predominated by a competition
process between the rate of strain hardening and the rate of thermal softening.

Generally, high-rate deformation can cause the enhancement of a material’s strength due to the high rate of
strain hardening. By contrast, an increase of temperature will lead to a rapid reduction in the rate of strain
hardening. When thermal softening becomes dominant, the plastic flow is controlled completely by the
temperature effect, which results in a rapid drop of flow stress. Therefore, although the plastic deformation
proceeds at a high strain rate, not only is the effect of the strain rate, but also the effect of temperature, found on
strength: however, the latter has more pronounced effect than the former.

Morita showed STQ-treated (ST+ quenched) material indicating strong strain hardening. When the material at
the STQ condition was further aged, the degree of strain hardening decreased as the aging temperature
increased. This tendency was reflected in the change in the ratio of YS/ TS, namely, this ratio was lowest at the
STQ condition and recovered with increasing aging temperature.

Steels
1) Carbon Steel and HSLA Steel

Strain hardening behaviour of Ti, micro-alloyed steels and ferritic-pearlitic steels depends significantly on the
microstructure. There is a very significant relationship between the microstructure of steels and their strain
hardening behaviour. Small precipitates or increasing volume fraction of hard second phase increase the strain
hardening rate. Strain hardening rate increases with decreasing particle size of hard Ti(C, N) precipitates or
increasing volume fraction of pearlite in ferrite.

Influence of pearlite morphology on strain hardening behaviour is rather small. b.c.c, steels have a smaller
strain hardening rate than f.c.c, steels. The microstructure dependence of the strain hardening rate depends on
the stability of the steels. The temperature influence on the strain hardening rate is larger in f.c.c, steels than in
ferritic b.c.c. steels for both small and large deformations.

Steel characterized by high strain hardening at room temperature and having low strain-hardening capability
behave differently under cold forming. It shows smoother surface finish for the former and barreling/ bulging
for latter indicating clear phenomenon of uniform elongation by strain hardening.

2) Austenitic Stainless Steel (300 Series)

Austenitic stainless steel is thermodynamically stable over a wide range of temperatures and it can be hardened
only by cold working. T.S. Byun et al. conducted a study on the plastic behaviour and the strain hardening
dependence on temperature. The tensile test was done on annealed 304, 316, 316LN and 20 % cold worked
316LN. The steels considered for the study showed strong temperature dependence on the strength and
ductility. The strength increases as the test temperature decreases. The cold worked specimen tested at room
temperature showed high uniform elongation of 40% to 100% and relatively small necking elongations. In the
annealed and cold worked conditions the strength of stainless steel is found to be decreasing with increasing
temperature while the ductility shows peak at room temperature.

Above room temperature the true strain hardening rate decreases monotonically with strain in the uniform
deformation region. At room temperature or below steel shows a two stage hardening behaviour. It is reported
to decrease with strain below 3-20% and then it experiences an additional increase-decrease cycle before plastic
instability. This characteristics of two stage hardening is due to stress induced transformation of austenite to
martensite.

Park et al. conducted a study on the strain rate effects on the mechanical behaviour of AISI 300 series of
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austenitic steels. In this study it has been explained that at low temperatures (below room temperature) the
stainless steel shows two stage sigmoidal deformation which is non- linear hardening behaviour that is
dependent on temperature. It is found to have strong dependency between the two stage strain hardening and
the temperature.

3) Maraging Steel

Maraging steels in general have a low strain-hardening ability. The engineering stress-strain curve of the
maraging steel has a peak stress at relatively small plastic strains followed by continued decrease of stress,
leading to a low tensile to yield-strength ratio. However, the observed total elongation is found to be moderate
(~10%). A low tensile to yield strength ratio indicates that the tolerance to plastic overload is small as the strain
hardening after yield is minimal. Such a characteristic may become a problem in a safe design against sudden
overload. However, there is a possibility by which strain hardening of maraging steel (in solutionised
condition) can be increased i.e. through transformation induced plasticity (TRIP), which results in higher tensile
to yield strength ratio. This phenomenon occurs when it has presence of retained austenite. But, in aged
condition resultant improvement in strength due to strain hardening is minimised since primary mechanism of
strengthening is through precipitation of intermetallic in martensitic matrix while such precipitation is
restricted in presence of austenite. Although, retained austenite transforms to martensite during straining, it is
not as strong as maraged martensite. In such condition no significant strain hardening is observed in maraging
steel.

Ultrahigh strength steels, maraging M250 and D6AC have been tested at room temperature to determine both
monotonic and cyclic stress-strain curves. For the tempered or aged condition, steels had strain hardening
coefficients less than 0.10 and showed cyclic softening.

Aluminium Alloys

Strain hardening behaviour of aerospace Al alloys, like AA6061, AA2024, AA7010, AA2014, AA7075 and
commercial purity aluminium has been reported. Tensile test samples are tested at a strain rate of 10 s-! at room
temperature. The strain hardening coefficient values are given in Table 3. It is clear from Table 3 that Al alloys have
very low strain hardening among aerospace alloys. However, formability of alloy is found to be good where SFE
plays important role in deformation of alloy along with fcc crystal structure.

TABLE 3: STRAIN HARDENING COEFFICIENT OF VARIOUS AL ALLOYS

SL. no. Alloy Strain hardening coefficient
1 AA6061 0.23
2 AA2024 0.16
3 AA7075 0.21
4 AA7010 0.07
5 AA2014 0.12
6 CP Al 0.17

High Temperature Materials

Among the materials used for high temperature applications, Ni based superalloy Inconel 718, Co based superalloy
Hayens-25 and refractory alloy C-103 are the important materials for space application. Zhang et al. studied and
explained that strain hardening and flow softening occurs when Inconel 718 is superplastically deformed. It is well
known that grain growth plays an important role in the hardening of superplastic materials where, dynamic
recovery, cavitation formation, grain refinement and dynamic precipitation contribute to flow softening. This is a
tradeoff between hardening and softening. Strain hardening and superplastic phenomenon are closely related and
strain hardening helps to get high elongation under slow strain rate tension.

Lee fitted stress—strain relations using the simple model proposed by Ludwik. The results show that the yield
strength and strain hardening coefficient increase with increasing strain rate at a constant temperature (n varies
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between 0.28-0.44), but decrease with increasing temperature at a constant strain rate. This suggests that a lower
deformation temperature increases the density and multiplication rate of the dislocations within the Inconel 718
microstructure, and prompts a corresponding increase in the plastic flow resistance.

Due to low stacking fault energy of Co, resulting in interaction between stacking faults, high strain hardening rates
are reported (strain hardening coefficient of L-605: 0.83). It results in high degree of resistant to necking. Cross slip
is difficult in these alloys. However, C-103 alloy has low rate of strain hardening. It has 1% Ti, which improves the
ductility of alloy. Although rate of strain hardening is low, Nb being bcc structure, having large number of slip
system, some of which get active in the alloy and results in good ductility.

Discussion

The aerospace sector has traditionally been a promoter for the development and application of advanced
engineering materials, where component performance is primarily determined by mechanical properties such as
strength, stiffness, and damage tolerance as well as by physical and chemical properties such as density, corrosion
resistance at ambient and high temperatures. However, behaviour of alloys is primarily governed by their crystal
structure and deformation mechanisms. Considering these facts, structural materials for aerospace systems are
selected on the basis of general requirements of high specific strength alongwith functional requirements of specific
systems and processing feasibility. A list of important structural alloys with their properties (Table 4) and
characteristic stress strain curve (Fig. 2) are presented here.

Though strengthening is primarily contributed by precipitation hardening in several aerospace alloys (especially
Al alloys), role of strain hardening has significant importance in most of the alloy systems. Even some of these
alloys are not designed with the benefit of strain hardening, it has contribution especially in deciding the amount
of elongation through uniform plastic deformation prior to necking. It delays the necking by shifting local
deformation towards un-necked region (since starting of necked region becomes strain hardened due to dislocation
pile-up). In this way deformation proceeds uniformly throughout the length until the stress crosses the threshold
level required to break the dislocation pile-up and then necking (local deformation) starts and develops till break.
It means that higher the strain hardening, higher shall be the uniform elongation and correspondingly resulting in
higher elongation (total). This aspect has important application for all the materials listed in Table 4. Extent of
strain hardening is also indicated (indirectly) through the ratio/ difference in ultimate tensile strength and yield
strength. Higher the ratio between these, higher shall be the elongation. In such materials role of strain hardening
is higher during deformation. This can be seen from Table 4 that elongation of stainless steels and Haynes-25 is
higher. It is interesting to note that, these alloys are single phase (non-heat treatable) alloys and strengthened by
solid solution hardening and has important scope of strengthening through strain hardening.

Strain hardening behaviour is very useful in fabrication as well as in application. For example, fabrication methods
are designed and decided on the basis of material properties and the extent to allowable deformation with or
without intermittent heat treatment (annealing). Stainless steels, Nb alloy and Haynes-25 properties (yield strength
and % El) clearly indicate that these alloys have relatively higher formability as compared to other alloys.

Examining further it emerges that it has relation to their close packed crystal structure and available deformation
mode. Whereas stainless steel being fcc crystal structure (and single phase austenitic structure) can take large
amount of deformation, Nb alloy and Haynes-25 also can take large deformation due to single phase structure even
though their crystal structure (bcc and hcp respectively) is not as beneficial like stainless steel (with respect to close
packing). In C-103 alloy some more slip planes become active and result in good formability. In Haynes- 25 high
strain hardening helps in getting large deformations. Metals and alloys with wider stacking faults (low SFE) like
stainless steels strain harden more rapidly and twin easily on annealing. But, in case of Al alloys although it has fcc
crystal structure (close packed), it shows relatively lower strain hardening behaviour. Primarily it is due to
multiple phase alloys where strengthening is mainly by precipitation hardening and role of strain hardening is
limited to the extent of allowable forming during tube stretching/ cold rolling/ roll bending. However, here another
phenomenon of deformation i.e. cross slip helps in increasing the formability of the alloy in cold deformation and
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cryogenic ductility. This is due to very high stacking fault energy. Its benefits are used in plate/ sheet forming/ roll
bending to realise large capacity propellant tanks. It means large deformation is possible for a material to either
have high strain hardening (n) or have large number of active slip system/ close packed planes or promoted by
cross slip.

Observing the properties of high strength steels (maraging steel and Afnor 15CDV6 steel), it can be seen that ratio/
difference in ultimate tensile strength and yield strength is very low and correspondingly it results in lower
elongation. Here also strengthening mechanism is through precipitation and fine distribution of second phase.
Shifting of deformation due to dislocation pile up/ strain hardening (as in the case of stainless steel) does not take
place to large extent. Also crystal structure of these alloys are basically martensitic (bcc/ bet) based where limited
slip systems (unlike austenitic stainless steels) are available and cross slip/ twin assisted slip is difficult (unlike Al
alloys) due to relatively low stacking fault energy. These alloys are altogether designed for special purpose high
strength materials and have other specific benefits, which are used in fabrication and heat treatment. Also design
criterion preferred for such alloys are mostly fracture based. Since the strain hardening is low and the UTS to yield
ratio/ difference is very low, it is not good for structural design to consider yield stress as limiting criterion.
Accordingly structural designer considers fracture toughness as limiting criterion for such materials.

Role of strain hardening in Ti alloys is significant. Though the important alloy Ti6Al4V is a two phase alloy and its
cold formability is poor due to spring back property, it has important role during application. The alloy is selected
for its specific advantages and primarily used in pressure vessel area where localised deformation is not permitted
and cyclic tests are conducted to qualify the component for application at various service conditions. Since it has
relatively moderate extent of strain hardening, it is carefully pressurised at a specific safe rate to avoid localised
yielding. For example, in a specific instance, pressure vessel was pressurised to a particular level and then
depressurised, and in the subsequent pressurization it had shown lower strain as compared to previous
pressurization. This is a clear effect of strain hardening. In this alloy, although twinning plays important role in
deformation but assistance to slip is limited and hence large deformation in cold condition is limited without
intermediate annealing.

TABLE 4: IMPORTANT AEROSPACE ALLOYS AND THEIR TYPICAL MECHANICAL PROPERTIES

. Mechanical properties
Alloys Condition
E (GPa) UTS (MPa) YS(MPa) | %El |  Impact()
High strain hardening behaviour alloys
Stainless steel 304/ 316 Annealed 200 500 210 50 100
Stainless steel 321 Annealed 200 550 210 50 100
Stainless steel 301 Annealed +subzero 200 1300 1050 23 60
tested
Stainless steel 202 Annealed 200 700 400 50 200
Co based alloy Haynes-25 Annealed 244 1030 485 50 -
Moderate strain hardening behaviour alloys
O‘TTI;ZIII% SEHLI Annealed 110 724 665 10 30
Ti6Al4V Annealed 110 895 825 12 25
Ti6Al4V Solution treated +aged 114 1100 1030 10 23
Nb alloy, C-103 Annealed 87 405 310 26 156
Low strain hardening behaviour alloys
Al alloy AFNOR 7020 Precipitation hardened 71 370 310 12 66
Al alloy AA2014 Precipitation hardened 72.4 470 414 12 60
Al alloy AA2219 Precipitation hardened 73.8 450 350 10 60
M250 Maraging steel Solution annealing +aging 190 1800 1750 12 95*
AFNOR 15CDV6 steel Hardened + tempered 210 980 835 13 60

It is clear from the above discussion that strain hardening phenomenon has very important role in various stages of

*Fracture Toughness in (MPaVm)
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processing/ application of alloy especially for the systems used in aerospace where performance is demanded
through alloy selection/ design and reliability is ensured through characterization/ testing.

Considering the above, aerospace structural alloys can be classified under three groups on the basis of strain
hardening behaviour. Austenitic stainless steel and Hayens-25 superalloy show highest response to strain
hardening, which may be due to single phase fcc structure whereas materials like single phase bcc C-103 alloy and
two phase Ti alloys show moderate strain hardening behaviour. Al alloys and high strength steels have lower
strain hardening behaviour. Material processing methods are selected accordingly to obtain optimum properties

and useful products.
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FIG. 2: REPRESENTATIVE STRESS STRAIN CURVE OF VARIOUS AEROSPACE ALLOYS

Summary

Role of strain hardening in aerospace alloys has been reviewed. The strain hardening behaviour of Ti-6Al-4V, CP-
Ti, Al alloys, austenitic steels, maraging steels, and high temperature alloys are considered and following points
are noted.

1. CP-Ti and Ti-6Al-4V alloy are found to have moderate strain hardening behaviour. The strain hardening
coefficient (1) increase with increasing strain rate at a fixed temperature, but decrease with increasing
temperature for a given strain rate.

2. Austenitic steels have been identified as materials with high strain hardening. Above room temperature, the
true strain hardening rate decreases monotonically with strain in the uniform deformation region. In
maraging steel, strain hardening phenomenon is not significant, leading to smaller ratio/ difference in YS to
UTS.

For Al alloys, strain hardening phenomenon is not significant and coefficient is found to be low.

Cobalt based superalloy Haynes-25 has very good response to strain hardening and it provides significant
improvement in ductility of the alloy. Nb alloy C-103 has low strain hardening rate but its formability is
good due to other mechanisms. Inconel 718 also shows moderate strain hardening behaviour with
decreasing trend with increase in temperature.
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Abstract

Gamma phase based two phase (y+a2) titanium aluminides have promising potential as high temperature structural materials
particularly for aerospace systems due to light weight. They are potential candidate materials for metallic thermal protection
system (MTPS) of reentry vehicles. Limitations with respect to processing have been reported due to poor formability below
700°C. However, different specialized techniques have been evolved to realize the material in various forms. The present paper
brings out the candidature of this material (two phase y+o> titanium aluminides) for MTPS and discusses the different
processing options. Viable process route is also discussed to obtain thin sheets for MTPS.

Keywords
MTPS; Ti Aluminide; Processing; High Temperature Material

Introduction

In the era of interplanetary space missions, several advanced materials have been designed to achieve a set of
targeted mechanical and functional properties. In recent times, low cost access to space has been in focus and
accordingly selection of materials for various systems gains much importance. For missions like reusable launch
vehicle, damage tolerant material with reusability is one of the important criteria. For thermal protection system,
alternate material to ceramic based TPS is being discussed to ensure more reliability, and reusability, and in order
to avoid Columbia shuttle type of disaster, metallic thermal protection system is found to be conceptually better
option. However, increase in density due to metallic system is being evaluated. Among the available high
temperature metallic materials, superalloys have high density. In such scenario, Titanium aluminide (TiAl+ TisAl)
is one of the suitable materials, which has low density (~3.8 gm/ cm?®) coupled with attractive high temperature
properties (upto about 1273K) as compared to superalloys. Among the two types of Ti aluminides (y & a2), y-
titanium aluminide (TiAl) has advantage of lower density and higher strength than ae-titanium aluminide (TizAl)
at elevated temperatures. Further, combination of these two phases (y+a2) results in a good combination of high
temperature strength and ductility. This material is envisaged for turbine blades, turbine rotor discs, fins, nozzle,
automobile rotor discs, etc.

Room temperature ductility of alloy is very low and therefore alloy modifications and specialized processes are
developed to realize the material in different forms. In this paper, properties of Ti aluminide have been compared
with various candidate materials for TPS and processing options of Ti aluminide for MTPS are discussed.

Concept of MTPS

The metallic TPS designed earlier called Adaptable, Robust, Metallic, Operable Reusable (ARMOR) thermal
protection system is developed by Langley Research Center. The overall TPS panel has dimensions of 457 x 457 x
89 mm. The major components of ARMOR are: an inconel honeycomb panel, a thin gauge titanium box beam
frame, stand-off support brackets, four compliant bellows-type tubes, bulges compliant sides, titanium foil closeout
and saffil™, a loose alumina fibrous insulation.

The honeycomb panel consists of 0.15 mm thick inconel 617 face sheets brazed to 6.3 mm thick inconel 617
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honeycomb cores with 4.7 mm thick cell walls. A coating that simultaneously increases the surface emissivity and
provides oxidation protection is applied to the outer face sheet. This coating consists of an alumina base layer and a
two-phase glass outer layer with a total thickness of approximately 0.005 mm with an emissivity of 0.86.The inner
surface of the metallic box is made of titanium alloy, Ti 6Al-4V.

The honeycomb sandwich is fabricated by brazing process to realize 4.7mm diameter cells. Side walls are formed
into their beaded shape with appropriate flanges to form over or underhanging lips and brazed to the inconel
honeycomb sandwich. The fastener access tubes and covers are fabricated and brazed to the outer honeycomb
sandwich. The lower honeycomb sandwich is diffusion bonded together. Internal insulation is installed and the
inconel side walls are brazed to the lower surface of titanium alloy sheet to complete the TPS panel. A photograph
of honeycomb is presented in Fig. 1.

With the establishment of conceptual design, fabrication and testing of metallic thermal protection system; studies
towards application of high temperature lighter metallic material are being conducted. Ti aluminide has been
considered as a prominent candidate and tests at different levels are being conducted to induct this alloy into the
system. A brief comparison of MTPS with ceramic TPS is presented in Table 1, and candidature of Ti aluminide in
comparison with other high temperature alloys is presented in Table 2. Photographs showing construction of
honeycomb panel are presented in Fig. 2.
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FIG. 1: PHOTOGRAPH SHOWING HONEYCOMB PANEL
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FIG. 2: PHOTOGRAPHS SHOWING HONEYCOMB CONSTRUCTION OF SUPERALLOY/ TiAl PANEL

Processing Methods of Aluminides

High melting point of aluminides and their ordered structure make the alloy brittle at ambient temperature [1, 9,
10]. The problem of poor ductility has been addressed to some extent by alloy design and processing. However,
difficulties in conventional processing are experienced and therefore different processing techniques have been
evolved over the years. Primary processes can be grouped into two categories viz. casting/ingot-metallurgy route
and powder metallurgy (PM) route.

Primary Processing

The titanium aluminides with maximum ductility at room temperature, which is of potential interest have
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composition of 45-50 at% Al. This alloy solidifies with peritectic reaction, which results in segregation and non-
uniform structures. Alloying additions minimize the segregation and improve castability. Further to minimize the
segregation-related problems, advanced melting techniques like electron beam melting (EBM), plasma arc melting
(PAM) and vacuum arc remelting (VAR) have been attempted (Fig. 3). Large ingots of 360 mm diameter, weighing
250 Kg have been produced commercially. Rapid solidification has also been used to minimize the segregation.
However, risk of contamination during processing by rapid solidification could not be ruled out.

In powder metallurgy (PM) route, there are basically two approaches based on pre-alloyed and elemental-powder
processing techniques. Pre-alloyed PM route poses problems of coarse grains, cracking and porosity. However,
microstructures and properties comparable to those of wrought products have been achieved through hot isostatic
pressing. Elemental PM Route is attractive due to the above problems encountered in pre-alloyed powder
processing. Reaction synthesis (RS) process, which uses heat of reaction of elemental powders, is a potential
method for producing aluminides. Many variants of RS process namely reactive hot pressing, combustion
synthesis, reactive hot isostatic pressing, reactive extrusion, etc. have been studied. The process involves a transient
liquid between the powder particles for a small duration and in small amount depending on process parameters.
To minimize Kirkendall porosity and oxidation, to improve densification and to obtain stable intermetallic phases;
process parameters like particle size, heating rate, atmosphere, temperature, time and external pressure are
optimized.

iAo
R Perr
Tupsly

y
Blirger
Feed duct

Electron
bearms

Waker Dut - | - _-—

Feed duct Feedstack Flasma

Spatrer
barder

Pool surface
depression |

Water

cooled

copper
mol

Refini
I.ec!r[lli;'t Water-coaled
copper mald

Strike OH Plans
3
A Sanrer Plats
s Laatlee o

3 T < Water Copied Continugushy
Wi b o[ | - Daier Plsts cast ingat ‘

Continuousky
cast ingat

&) (B) ©
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TABLE 1: COMPARISON BETWEEN CERAMIC AND METALLIC SYSTEMS

S1 No Property Ceramic Tiles Metallic TPS
1 Insulation Very Good To be proven in flight
2 Integration Time Consuming Less Time
3 Turn Around time Long Short
4 Maintenance Complicated Less
5 Water proofing After every flight Not required

Selection of functionally gradient coating

6 Coating Easy (FGC) to take care of expansion mismatch
7 Cost High Relatively less

8 Weight Lightweight Comparatively more

9 Integration Bonding Fasteners

Mechanical alloying (MA) has also been studied to generate metastable crystalline or amorphous phases. However,
MA process has difficulty of secondary consolidation as the powders are in heavily worked condition. Microwave
RS process can result in better intermetallic products as the heating rates involved are high.



Titanium Aluminides for Metallic Thermal Protection System of Reusable Space Transportation Vehicle: A Review 17

In Ti-Al system, swelling takes place for pressure-less reaction synthesis due to solubility imbalance. However, use
of pressure during reaction sintering can lead to dense products in Ti-Al system and has been used to produce
near-net shape gamma TiAl. Thin foils of 50pum thickness from reaction extruded TiAl have been realized, which is
an achievement for difficult to roll aluminides.

TABLE 2: COMPARISON OF DIFFERENT METALLIC MATERIALS FOR MTPS

Property Ti base TisAl base TiAl base Superalloy

Structure HCP/BCC DO Llo FCC
Density, g/cc 4.5 4.1-47 3.7-3.9 8.3
Modulus, GPa 95-115 110-145 160-180 206
YS, MPa (RT) 380-1150 700-990 450-600 900

UTS, MPa (RT) 480-1200 800-1140 750-950 1000
% El at RT 10-25 1-5 1-4 5-10

% El at HT 12-50 10-20 10-30 10-20
Klc, MPa(m)0.5 45-55 13-30 10-25 25

Creep limit (K) 873 1033 1273 1363
YS, MPa (973K) - 450-500 450-600 800
UTS, MPa (973K) - 600-750 750-950 950

Secondary Processing

Microstructures of Ti-Al products play significant role in determining their mechanical properties, which can be
optimized/ modified through mechanical working and appropriate heat treatment. It is found that major challenge
of the wrought processing is to break down the coarse and segregated structure of the cast ingots. Safe working
zone (temperature and strain rate) can be identified. Isothermal forging is essentially required for processing of
these aluminides in the absence of which canned near-isothermal forging or canned extrusion process is adopted.
Scientists at the Institute for Metal Superplasticity Problems, Russia have developed a dynamic recrystallisation
process based on repeated isothermal forging at progressively low temperatures. This process has resulted in fine-
grained aluminides that sustain large deformations without cracking. Subsequently, thin sheets and foils have been
realized by pack rolling techniques.

Heat treatment of aluminides is carried out at different temperatures to obtain desired microstructures. Wang et al.
successfully refined the coarse lamellar microstructure of 500um to 10um by rapid heat treatment. By varying the
heating temperatures and cooling rate from a-transus_temperature, various combinations of mechanical properties
and microstructures can be obtained as per requirement.

Another important aspect in component realization is cutting and machining of aluminides, which requires electro
discharge machining (EDM). Many a time workpiece surface disintegrity and tool breaking problems have been
reported and therefore cutting/ machining is carried out by EDM or by water jet process.

Discussions

Difficulties associated with IM route are elemental segregation, elemental loss, non-homogenous structures,
cracking and requirement of secondary working to produce useful parts. Specialized techniques like VAR, EBM
and PAM also have small elemental loss through evaporation. However, these are the only techniques for
processing of large size ingots. There are some definite advantages for PM processes like fine grain size of product,
near net shape processing, material saving and controlled properties. RS processes have benefits like simplicity
with low energy requirements, possibility of obtaining high purity products, simultaneous formation, densification
and near-net shape processing. This route results in finer structures with more homogeneity and with metastable
phases. However, PM process has the biggest limitation in terms of processing of larger size ingots/ billets for
bigger products.

Near net shape processing through direct casting/ investment casting and reaction synthesis are promising
processing techniques for actual component fabrication. Both cast and wrought alloys have been studied for their
deformation behavior and specialized process based on isothermal processing like pack forging/ rolling has been
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suggested.

Summary

Among various MTPS material, y-Ti aluminide based two phase (y+o2) Ti aluminide is found to be a potential
alternative due to its high temperature properties coupled with low density. Earlier difficulties in development of
Ti aluminides and processing have been overcome with alloy design and innovative processing methods. Billets
can be made through ingot metallurgy route employing VAR process and then near isothermal processing like
pack forging/ rolling can be adopted to get required size of Ti aluminide products. In line with the design of
ARMOR, MTPS can be developed with the Ti aluminide sheets/ foils (for honeycomb) in combination with other
alloys like Ti6Al4V. Further, alloy design is another area to improve the workability of the alloy and is being
attempted with the addition of Nb like elements.
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Abstract

Here, Direct Numerical Simulation (DNS) of low Reynolds number (Re) flow in the presence of free stream turbulence (FST)
pertaining to micro-aerial vehicle (MAYV) is reported. The focus is on numerically simulating the flow around an airfoil at low
Re to understand its behaviour using high accuracy compact schemes (T. K. Sengupta, High Accuracy Computing Methods,
Cambridge University Press, New York, 2013.) [1]. In low Re aerodynamics, the flow is characterized by unsteady separation
bubbles and vortex shedding from the suction surface and the trailing edge as well, which make it different from high Re
aerodynamics. The maximum attainable lift coefficient and lift-to-drag ratio decreases drastically at low Re, as compared to
high Re flows. Such flows are also important because of their susceptibility to background disturbances. Stalling of aircraft
wing is one such phenomenon where free stream turbulence (FST) plays a crucial role. In this work, effects of FST, effects of Re
and angles of attack o are studied with respect to flow separation and vortex shedding. Flow characterization is done for the
AG24 airfoil, at Re =60,000 and 400,000, with and without consideration of FST in the range of angles of attack, —6° <a <+6°.
The computational results are compared with the experimental results of Williamson et al. ( Summary of Low Speed Airfoil Data,
volume 5, Dept. of Aerospace Engineering, UIUC, 2007 ) [2] and are found to be in good agreement. Flow simulation over AG24
airfoil is performed here via parallel computation, using high accuracy compact schemes for spatial discretization and
optimized Runge-Kutta (ORK4) scheme for time marching [1]. This paper also discusses proper implementation of filters and
FST model.

Keywords
Direct Numerical Simulation; MAV; AG24 Airfoil; High Accuracy; Numerical Schemes; Low Reynolds Number Aerodynamics

Introduction

The low speed aerodynamics is significantly different from that of conventional aircraft aerodynamics, because of
low chord-based Re, as in case of MAV [3, 4, 5]. Such flows are characterized by unsteady separation bubble
formation and intense vortex shedding from the trailing edge and the suction surface, so that the maximum
attainable lift and the lift-to-drag ratio comes down, reducing the aerodynamic performance. The biggest hindrance
in the development of a fully functional and aerodynamically adept MAYV is lack of understanding for low Re flow
regime [6, 7]. Owing to the unsteadiness of flow, experimental works become particularly difficult for such low Re
regimes. This makes computational simulations comparatively more viable and reliable. Proper computational
studies have also been hindered due to difficulties in resolving space-time scales accurately. Here, we have tried to
resolve this difficulty with the aid of high accuracy compact schemes [1]. The same schemes have been used in [49]
for direct numerical simulation of transitional flows over a NLF airfoil. The presence of unsteady separation
bubbles plays a pivotal role in dictating the aerodynamic performance, because of which the airfoil/wing
performance tends to be lower for low Re flows [8]. However at higher Re, the shear layer undergoes transition to
turbulence while remaining attached to the airfoil surface, hence suppressing the bubble formation and improving
aerodynamic performance. It is only at higher angles of attack for high Re that the formation of short bubbles is
seen, which however has little impact on overall flow physics. Separation zones are of particular importance in
relation to the airfoil boundary layer. The location and extent of these regions depend on flow speed, angle of
attack, presence of background disturbances and their intensity.

The phenomena of separation and transition are highly sensitive to Re, pressure gradient and the disturbance
environment which play a critical role in determining the boundary layer development. The flow, which is initially
laminar, separates due to adverse pressure gradient. The separated shear layer undergoes transition to a turbulent

20 Frontiers in Aerospace Engineering, Vol. 4 No. 1-May 2015
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state which then reattaches on to the airfoil surface, resulting in a laminar separation bubble (LSB) between the
zones of separation and reattachment. Also, since MAV flight occurs in atmospheric boundary layer, it is always
affected by eddies of different scales in FST. It was shown by Mueller [9] that an increase in FST intensity reduces
the minimum drag and slightly increases the maximum attainable coefficient of lift, C, . It was also found

experimentally that at higher angles of attack, where the flow is separated, increase in turbulence intensity results
in an increase in drag. Hence, proper selection and implementation of accurate FST model is imperative to
understand flow physics.

Influence of FST on low Re flows was studied by Pohlen [10], using a 13% thick Miley airfoil [11] and reported that
the effect of turbulence reduces the hysteresis. He also showed an increase in airfoil performance aided by FST.
The extent of LSB depends on angle of attack, camber and inversely depends on flow speed. These regions of
reverse flow also show large fluctuations in drag values. The smaller, short bubbles affect only the local pressure
distribution and contribute little towards the overall aerodynamics. However, these might burst, forming longer
bubbles or even an unattached free shear layer, either of which alters the flow globally. In extreme cases, this
results in loss of lift, and may cause stall on the airfoil [12, 13]. The authors in [12, 13] also observed that these LSBs
are inherently unstable, being highly sensitive to the turbulence intensity of FST, acoustic waves, pressure gradient
etc. Presence of strong adverse pressure gradient results in periodic vortex shedding from the bubble [14].
Burgmann [15] showed that separated shear layer of long bubbles are governed by Kelvin-Helmholtz instabilities
due to stronger velocity gradient normal to the airfoil surface.

Pressure distribution over the airfoil surface, given by the C, plot is also a good indicator of the presence and

extent of LSB. Owing to large fluctuations in force, the regions of large deviations in the pressure over the airfoil
are due to the reattachment phenomenon [16, 17]. In the Re range of 1000 to 10,000, the flow is laminar and it does
not suffer transition. The Re range of 30,000 to 70,000 is of critical interest since the flow is highly sensitive on the
choice of airfoil, with thickness of 6% and more showing hysteresis due to laminar separation with transition. It is
noted in [18] that the separation bubble shows unsteady phenomena like flapping of the boundary layer
reattachment and periodic bursting of short bubbles, all of these resulting in fluctuation of aerodynamic forces and
thus affecting the airfoil performance leading to buffeting and stalling. However, in the presence of FST the flow is
altered qualitatively. Earliest of these studies was done using grid induced turbulence [19], showing that with
increase in FST, stall angle increases [20]. Studies done using NACA airfoil showed good match with the findings
in [20], and in addition it also reported an increase in the maximum value of C, [21]. Studies done by Swalwell [22]
showed a delay in stall and increase in maximum lift coefficient with increase in FST. It was also shown that with
increase in FST, the size of LSB decreases along with an increase in the maximum C; [23, 24, 25]. Studies conducted
by Cruz [26] and Loxton [27] also indicated that with increasing FST, stall angle increases along with the
aerodynamic performance. It is seen that the flow is largely dictated by the non-linear mechanisms and this along
with the unsteady nature of flow makes it increasingly difficult to resolve the flow features accurately. Though a
lot of ambiguity still exists about the low speed flow properties, transition is believed to take place through
amplification of disturbances within the shear layer. Instabilities amplify within the detached shear layer to form
coherent structures, which re-energize the boundary layer, causing transition to turbulence [28]. However, it
cannot be assured that the increase in FST would improve the performance, since increasing thickness of turbulent

boundary layer also result in an increase in drag and thus affect the % adversely. Thus, it is imperative to study

low Re flows and understand the flow features.

Governing Equations and Numerical Formulation

The time-accurate flow field around airfoil is obtained by solving Navier-Stokes equation (NSE) following the
methodology described in [1, 29], with appropriate initial and boundary conditions. The governing equations of
motion for the 2D flow are given by the NSE in stream function and vorticity (y,®) - formulation given by

V2 = o (1)

—+V(a)V):%V 10} 2)
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where, Re=U,C/v, Uy being the free-stream speed, c is the airfoil chord and v is the kinematic viscosity. The
(v, ) - formulation is used for higher accuracy, which satisfies the solenoidal condition for velocity and vorticity
fields simultaneously. Existence of stream function satisfies mass conservation in full domain and thereby removes
errors caused in primitive variable formulations. Also, such computation becomes faster as pressure is not
computed explicitly, since it is the application of pressure boundary condition that gives rise to more problems
than the vorticity boundary conditions [1]. It is the vorticity dynamics which dictates flow evolution. Equations
(1) and (2) are solved in an orthogonal transformed plane. The NSE in an orthogonal transformed plane are as
follows [1, 29]

e e R ®
8§ hog a77 h, o
hh, 22 hul2 o2 1| 0 dw), 0N oo (4)
at o T an Re|oE\h of ) onlh, on
The contra-variant components of the velocity vector are given by

1oy
s 5
on 5)

10

_- v (6)

h 05

where h and h, are scale factors of the transformation in azimuthal (£) and wall-normal directions

(77) respectively, given by h = ,ng + yé and h, = .Ixs + ys . Equations (3) and (4) are the stream-function equation
(SFE) and vorticity transport equation (VTE) in the transformed plane respectively. The pressure field is obtained
numerically by solving the governing pressure Poisson equation (PPE) for the total pressure P, given in the

orthogonal coordinate system as [1, 29],

(h aPJ+ Kl [ h R J: d(hyvw) o(huw) )
o0&\ o0& ) onlh, on o& on

Figure 1 shows schematic of the flow domain with initial and boundary conditions indicated. At the airfoil surface,

the no-slip boundary condition is set and we sety,,,, = Constant for the solution of SFE. Wall vorticity is calculated
2

by @ = —hizZ—lZ which uses the no-slip condition. At the inflow, without considering FST effect, free stream
b O7]

conditions obtained from potential flow solution is applied, by which %// =U_ (t). Convective boundary condition

is used on radial velocity at the outflow on the outer boundary. This boundary condition is given by [30]
ow ow
—+U. (& t)—=0 8
e ACIUAY on (8)

Periodic boundary condition is applied for all variables on & = constant line emerging from the leading edge, where
grid cut is positioned. To solve the PPE, the required Neumann boundary condition on the physical surface and in
the far-field are obtained from the normal (r7) momentum equation given by
h, o 1w
2L o220 2 ©)
hl on Reos ot
Thus, the solution of PPE provides the total pressure, P, which is the static pressure on the no-slip wall. Further,

the coefficients of lift, drag and pitching moment are derived from this to obtain the lift curve and drag-polar. The
region n, —n, of the Figure 1 is the inflow domain without considering FST and the region n, —n,is the outflow
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domain. However, when introducing FST we also introduce a point n, before n, and a point n, aftern,, such that
the region n, —n,’ is the inflow domain and the region n, —n, is the outflow domain, with the region in between,

namely n—n and n,-n, acting as buffer zones permitting smooth variation from FST inflow condition to

Sommerfeld outflow condition.

Grid Generation

To obtain a good time-accurate solution of the flow, a good quality mesh is a pre-requisite. Though there have been
many recent advances in mesh-free methods for flow analysis, the feasibility and applicability is not very universal
[31, 32]. A good quality grid generation should ensure smooth grid metrics with no shocks and should give a fine
control on grid spacing in all the directions. It should also be able to eliminate or minimize errors due to flow
distortion and aliasing [29].

Far-field Boundary

Trar}sition zone for FST case

constant & lin
constant M Iines:\

B
D

Sommerfeld B

AG24 airfoil surface

Periodic Boundary
(no-slip condition)

FIG. 1 SCHEMATIC OF THE COMPUTATIONAL DOMAIN WITH GRID LINES AND BOUNDARIES REPRESENTED.

Finite difference methods requires mapping of non-uniformly spaced points in physical plane, (x,y)-plane, to
uniformly spaced points in transformed plane, (£,7) -plane, by the relations x = Xx(&,7)and y = y(&,7), ie., every

point in the physical plane is a linear scalar function of a particular point in the transformed plane governed by the
following equations [1, 29]

V2x=0;Viy =0 (10)
Orthogonality is maintained by satisfying the relation
X:X, + Yy, =0 11)

Strict condition of orthogonal mapping is required to maintain the uniqueness and this requires a strict definition
of the scale functions [29, 33, 34] as h, = .Ixéz + yg andh, = ,lxs + y; , which helps defining the distortion function

fh (12)

Using the definitions of scale factors we get the following Beltrami equations [29, 34-36] for general orthogonal
mapping
x; =—fy, (13)

X, = Ty (14)

The grid is generated following a procedure which is a variation of that is given in [29]. We use Equation (11) and
one of the Beltrami Egs. (13) and (14) [33], to obtain an orthogonal grid. A stretching is specified in the wall-normal
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direction as

AS =H [1_M} (15)
" tanh[ 5]

With B a clustering parameter and AS, represents the grid-line increment in 77— direction and H is the distance of

the outer boundary, non-dimensionalized with respect to c. In the present work, we have used a gird with 528
points in the & — direction and 497 points in the 7 — direction.

Numerical Methods and Filters

The numerical solution of NSE is obtained using stream function - vorticity (,®) formulation. Optimized Upwind

Compact Scheme (OUCS3) [29, 37] is used to discretize the nonlinear convection terms in Eq. (4), for its spectral-
like accuracy. The VTE is time-advanced using four stage, optimized Runge-Kutta time integration scheme
(OCRKS) [38], while the diffusion terms are discretized in self-adjoint form, using second order central difference
scheme.

Discretization of Stream Function Equation

The LHS terms appearing in SFE are discretized using second order central difference scheme represented by

i(&a_‘/f}iﬁh_zj s (h_j (h_j W..{h_z] -
oc\h og ) ag|{h ) by Wb [0 ()
o(ma)_ 1wy ) (w) L (m)

%(%M]_M{[Wl,jﬂwﬁl {[hzl,jﬂ (hzl,j_l}%’] (hzji,j_l%']_li

This discretized expression written down for the unknown nodes results in system of linear algebraic equations
given by, [M]{y} =—{hh,w} . The matrix M is solved iteratively using pre-conditioned Bi-CGSTAB method [39].

Use of central scheme preserves the isotropy of diffusion and ensures diagonal dominance of the system and
maintains M matrix positive definite.

Spatial Discretization of Convection Terms in Vorticity Transport Equation

The convection terms in VTE discretized by OUCS3 scheme provides higher accuracy and aliasing is controlled
considerably. In this scheme, derivatives are calculated implicitly, for which one requires special stencils for near-
boundary points. Explicit relations are used in non-periodic cases at j=1 and 2 as

f'= %(—SU1 +4u, —uy) (16)
1((2 1 8 1 8 1 2
- (-]

where f,, is a constant used to stabilize computations and improve dispersion relation preservation of the

numerical scheme. The stencils for j = N-1 and j=N are similar to the stencils for j=2 and j=1, respectively. For the
inner points (3< j <N -2), following implicit equations are used

’ ’ ’ 1 2
pj—lfj—l+fj+pj+1fj+1zﬁ > Gy fiin (18)
n=-2
1
where, P, =D+ q,, = T Ujus = LB o b 03793804912 E = 157557379 and

60’ 4 300 T2 30 150

F =0.183205192. Here, a fourth order diffusion is added explicitly, rather than implicitly by using 7, =0.06.
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Time Integration Scheme
VTE is time advanced using OCRK3 technique [40], which has superior dispersion relation preservation properties.

. . - ou
After spatial discretization, VTE can be represented as, e L(u) where u represents the unknown. To advance

n+l

from u" to u"*", the following steps/stages are carried out in one time step of OCRKS3.

u® =u™ +aatLu™) (19)

u®@ =u®™ 4+ batL(u®) (20)

u® =u® + AtLU®) (21)

u™d =y +%(L(u”) +2LU®) +2L ) + Lu®)) (22)

where a=0.259674099 and b=0.499969 are the optimized values [40].

Filters

Any discretization scheme, while evaluating derivatives, imposes a filter of its own on the unknown [1]. However
additionally specific low-pass filters are applied explicitly to remove high wavenumber components from the
solutions, removing numerical instability problems. Implicit filters are used here, with the real part of the transfer
function [1] as the low-pass filter and the imaginary part attenuates the signal further via additional diffusion
which also changes dispersion property of the basic scheme. Here, 1D upwind non-periodic filter [41] is used in
& — direction, close to the airfoil, as well as, near the outer boundary, with a filtering coefficient, o =0.45. A 2D
filter is also used [41, 42], to control aliasing. The coefficient of 2D filtering is equal to 0.24 here and used in
adaptive manner [41], where there is a dominant presence of high wave number components.

Free Stream Turbulence Modelling

In most of practical applications, the flow is unsteady, with varying intensities of turbulence. For any applications,
the source of these background noises may be acoustic, vortical or entropic in origin. It is noted that solving NSE
using moving average model of FST [44, 45] is relevant than solving a stochastic differential equation for laminar
flow [46]. Skewness is assumed to be zero for this model [44] and the parameters of the model are fixed by
comparing the second and fourth moments of the histogram, which is experimentally obtained [47], with that of
the model. From the histogram, the moments are obtained as

PO
" > (%)

where, f(x) is the bin-count data of the histogram and 7 indicates the order of the moment about the mean, x . A

(23)

synthetic time series is generated at the inflow boundary using a standard first order moving average, with the
help of 2nd and 4t moments [45]. Hence, we have

X =€ + Q€ (24)

where, e: is defined by a Gaussian distribution which has zero first moment and standard deviation defined as o .
Since Gaussian distribution is symmetric, every odd central moment is zero and the first two even central moments
are defined as

A ET- (25)
#y(8) =30" (26)

Since at every t, e: and e:r1 are uncorrelated, the 2rdand 4t central moments of the moving average model can be
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described as

(%) =0 (L+ar%y) 27)
s (%) =0 L+ aty) (28)

These two moments are compared with the moment values obtained from the histogram and the most suitable
values of o and ay; are obtained by the method of grid search, such that the difference between the moments of

synthetic disturbance generated and that available experimentally is kept minimum, of the order of 107 In
addition to the moving average part, the model is modified to consider the low frequency data of FST, based on
experimental results [48]. This is important since the large-scale anisotropy of the incoming flow is retained for a
low frequency range. Thus, the net stream wise disturbance component becomes

N ik (x—

U'=e +al + aje'kl(X ) (29)

j=1
where first two terms are given by the Gaussian distribution and the last term is due to the low frequency
components of the disturbance which is facility and speed dependent; ¢, being the phase speed of propagation of
these low wavenumber coherent structures. The Gaussian distribution is obtained from uniformly distributed

random numbers,
which is converted to normal distribution using box-Muller method. We use the obtained values of ¢ and «, in

Eq. (29), whereas the low wavenumber disturbance is obtained from the experimental velocity distribution directly.
Figure 2 shows experimentally obtained empty tunnel disturbance data along with the reconstructed signal from
Eq. (29). The bottom frame shows FFT of the same.
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FIG. 2 COMPARISON OF EXPERIMENTAL DISTURBANCE SIGNAL AND RECONSTRUCTED DISTURBANCE SIGNAL
(TOP) USING MOVING AVERAGE METHOD OF FST MODEL AND FFT OF THE SAME (BOTTOM).

Results and Discussion

Here, we have considered cases of Re = 60,000 and 400,000 and simulations are done with and without FST. DNS of

flow past AG24 airfoil is done in the range of angles of attack, -6” <a <+6°. The AG24 airfoil is a thin airfoil
developed [2], basically for RC model. Similar low Re sections can be used for MAV applications. This airfoil has a
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thickness of 8.4% and camber of 2.2%, with the lower surface flatness is 72.2% and the leading edge radius is 0.6%.

Table 1 shows the different cases studied in this work.

TABLE 1 DIFFERENT CASES STUDIED IN PRESENT WORK

Case Reynolds number FST
1 60,000 No FST
2 60,000 0.18%
3 400,000 No FST
4 400,000 0.18%

Case 1: Re = 60000 without FST

Figure 3 shows streamline and vorticity contours for the indicated angles of attack at instantaneous time of 50 and
Figure 4 shows the time-averaged C, plots for Re = 60,000 at the considered « values, for 0<t<50.

The variations on top and bottom surfaces indicate existence of adverse pressure gradient due to recirculating
bubbles. It is seen that the mean pressure on top surface has higher positive values, than that is on the bottom
surface for higher positive o ’s.

Figure 5 shows the time-averaged lift curve and drag polar for Re = 60,000 for without FST case. Here time
averaging is performed by taking data from t=0 to 50.
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FIG. 3 STREAMLINE (LEFT) AND VORTICITY (RIGHT) CONTOURS OF AG24 AIRFOIL AT INDICATED ANGLES
OF ATTACK WITHOUT EST AT Re = 60000 AND t = 50.
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The numerical results obtained here are compared with the experimental data [2], which shows fair qualitative
agreement. As the computations are performed without FST, computed lift values are predictably higher at all
angles of attack. The expected improvement by incorporating FST is shown later for the higher Re case. It is also
seen that the numerically obtained C,, is slightly over-predicted by the computational results, for higher negative

values of o and under-predicted for higher positive values of o .

Case 2: Flow with Turbulence Intensity of 0.18% (Re=60000)

Here, DNS of flow past the AG24 airfoil is performed in the presence of FST for Re = 60,000, in the range of angles
of attack —6° < a < +6°, with the turbulence intensity of 0.18%. Figure 6 shows streamline and vorticity contours for
the indicated angles of attack at instantaneous time, ¢ =50 with the flow patterns showing the effects of FST.

Unlike the previous case without FST, where vortex shedding is predominantly along the mean line, here there is
elongated shedding, which becomes more intense with increase in o . It is also seen that for higher positive o,
weaker positive vortices are created, aided by secondary instabilities on the top surface. Furthermore, it is seen
from the streamline contours for lower negative o flow reversal is noted at the trailing edge.

Figure 7 shows the time-averaged C, plot for the indicated « for 0 <t <50. Observed variations on top and

bottom surfaces are proportional to the intensity of adverse pressure gradient. It can be seen that the positive
a provides greater lift with FST, which is correspondingly more negative for the negative « ’s.

Figure 8 shows the time-averaged lift curve and drag polar for the case with FST, for Re =60,000 in the time range
0<t<50. Numerical results obtained are compared with the experimentally available data [2], though exact
information on FST is not available for the experimental facility. Hence we have considered a very low level of
turbulence intensity for the computed case.

It can be seen that the lift curve shows a greater match with the experimental data available, than the previous case
without FST. Similarly for the drag polar also, it can be noted that the deviation from experimental results has
decreased compared to no FST case.
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Case 3: Re = 400,000 without FST

Next the sensitive dependence of flow on FST with low Re is studied, by considering another case of higher
Reynolds number, Re =400,000 - in the range of angles of attack from -6° to 6°. Consolidated numerical results are
presented here in the form of lift-curve and drag-polar, which are compared with the experimental results [2].

Figure 9 shows instantaneous streamline and vorticity contours at t = 30 for the indicated o for Re = 400,000. It is
seen that major vortices are shed along the mean line. Also, the shedding pattern is such that these are alternating
in sign. Negative sign vortices are shown in dotted lines.

Figure 10 shows the time-averaged C; plots for Re = 400,000 at the indicated angles of attack for 0 <t <50, which

explains corresponding separation phenomenon and lift coefficient; the fluctuations in the plot corresponding to
the zones of separation and reattachment.

Figure 11 shows the lift curve and drag polar for the flow Re = 400,000 using time-averaged lift and drag
coefficients for the considered « for 0<t<50. Numerical results obtained are compared with the experimental
results available in [2]. It can be seen that the numerically obtained Cj is slightly over-predicted in the
computations, for negative & . The difference between numerically obtained value and the experimentally available
results can be attributed to the effects of free stream turbulence, which is present inherently in every experimental
setup. An accurate modelling of FST proves to be indispensable in solving the full NS equation and subsequent
flow predictions at low Re.

Case 4: Flow past AG24 airfoil with 0.18% FST (Re = 400,000)

Next, we consider the effects of FST for the higher Re case. In the absence of exact FST level for this case, we once
again take a nominal value of turbulence intensity of 0.18% for this case also.
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Figure 12 shows the streamline and vorticity contours of AG24 airfoil at indicated a with 0.18% FST for Re =

400000 at t = 30, while figure 13 shows the time-averaged C,plots at the indicated & for 0 <t <50 . Observed

variations indicate flow separation and reattachment phenomena and the intensity of adverse pressure gradient.
From Fig. 11 the lift curve and drag polar for Re = 400,000 with and without FST can be compared with the
experimental results [2]. It is seen that the lift curve almost coincides with the experimental value with FST. Drag
polar also shows a greater degree of match with the experimental data, as compared to the results without FST.
Effects of FST show marked deviation in vortex shedding, which now happens in pair, unlike the cases without
FST, where vortex shedding occurs alternating in sign. Also the shedding which previously happened along the
mean line, now undergo greater variations. With FST, we see a dominant shedding at an angle to the mean line
and a minor elongated shedding along the mean line. A flow influenced by FST is a case where disturbance is
externally forced.

Conclusions

Analysis of low Re flows and their sensitivity to background FST is performed here by DNS of flow past AG24
airfoil. FST is modelled stochastically using the moving average method. It is seen that there is clear presence of
laminar separation bubbles because of the low Re associated. The flow is greatly influenced by these bubbles, with
points/zones of separation and reattachment witnessing larger variation in pressure as seen in C, plots.

Effect of Angle of Attack

Influence of « can be directly noted from streamline and vorticity contours. With increasing o extent of separation
bubble, associated non-linear lift increases along with the increase in pressure drag that can be attributed to the
increase in effective thickness due to the separation bubbles. For the AG24 airfoil at positive « , on the top surface
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separation bubble is stronger. This is owing to greater adverse pressure gradient after initial flow acceleration and
variations in pressure and velocity are more rapid. However, for negative « , there is no initial acceleration, with
less intense adverse pressure gradient, resulting in weaker separation bubbles.

Effects of Reynolds Number and FST

The effects of Re is clearly evident due to lower sensitivity to FST at higher value of Re. This delays the formation of
separation bubbles, as well as, reduces their extent. Also the upstream propagation of bubbles, which happens due
to high adverse pressure gradient is also reduced with increase in Re. Introduction of FST shows marked deviation
in the vortex shedding pattern, which happens in pair, unlike the case of without FST, where vortex shedding
occurs alternate in sign. A flow influenced by FST is a case where disturbance is externally forced. Hence the mode
of transition also changes. The effects of «, camber and Re remains qualitatively same in the presence of FST.

The omnipresent nature of FST becomes very evident from the comparison of the time averaged lift curve and drag
polar of the considered cases with experimental results. Though the exact FST in the experimental facility is
unknown, it is noted that the computational results show a very good match, with the experimental results. Thus,
it becomes moot that in realistic comparison with experimental data for low Re one must incorporate FST effects
through a physical model, as it has been reported here. This is a very important finding.
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Abstract

The transfer of satellites in too high orbits as geosynchronous one (geostationary), usually is achieved firstly by launching the
satellite in Low Earth Orbit (LEO), then in elliptical transfer orbit and finally to the geosynchronous orbit. The three steps
process is known as Hohmann transfer. The Hohmann transfer which involves two circular orbits with different orbital
inclinations is known as non-coplanar Hohmann transfer. If both orbital planes are aligned the Hohmann transfer is known as
coplanar what is further considered in this paper. In terms of propellant consumptions the Hohmann transfer is the best known
transfer to be applied when transferring between circular coplanar orbits. For transfer between circular coplanar orbits, the
given information usually consists of the radii of the initial and final orbits. The velocity to be applied into two orbit points in
order to attain the dedicated final orbit is analyzed. The aim of this paper is to conclude about the velocitiy changes under the
different initial low Earth altitudes. For different initial orbit altitudes, the velocities to be applied in process of Hohmann
transfer are simulated. From respective simulations, the velocity variations on dependence of initial altitudes are derived. The
eccentricity is considered, too.

Keywords
LEO; Satellite; Orbit; Hohmann Transfer

Introduction

When launching and then consolidating the satellite on its own high circular orbit (ex. geosynchronous), the
needed satellite’s propellant mass must be minimized. The Hohmann transfer is well known for the minimum of
propellant mass used for satellite transfer into high orbits.

The Hohmann transfer is the best transfer to be used when transferring between circular coplanar orbits [1]. For
transfer between circular coplanar orbits, the information usually given consists of the radii of the initial and final
orbits. Due to the reversibility of orbits, Hohmann transfer orbits also work to bring a spacecraft from the higher
orbit into the lower one. The Hohmann transfer orbit is based on two instantaneous velocity changes. The transfer
consists of a velocity impulse on an initial circular orbit, in the direction of motion and collinear with velocity
vector, which propels the space vehicle into an elliptical transfer orbit. The second velocity impulse also in the
direction of motion is applied at apogee of the transfer orbit which propels the space vehicle into a final circular
orbit at the final altitude [1, 2].

This paper is motivated by the fact that the problem of Hohmann transfer by [3] is analyzed with three normalized
radii, and our approach is based on the single normalized radius for the coplanar transfer case. The non coplanar
transfer involves also allocating the total plane change angle between two maneuvers [2].

Under the first section the elliptic orbit is generally considered. Further, through implementation of the single
normalized radius, both velocity impulses to be applied at perigee and apogee of the Hohmann transfer orbit are
analyzed. Considering different initial low Earth orbit altitudes respective velocities are calculated. Finally, these
results are discussed and closed by conclusions.

Frontiers in Aerospace Engineering, Vol. 4 No. 1-May 2015 35
2325-6796/15/01 035-07, © 2015 DEStech Publications, Inc.
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Elliptic Orbit

The path of the satellite’s motion is an orbit. Generally, the orbits of communication satellites are ellipses laid on
the orbital plane defined by space orbital parameters. These parameters (Kepler elements) determine the position of
the orbital plane in space, the location of the orbit within orbital plane and finally the position of the satellite in the
appropriate orbit [4,5]. The exactly know position of the satellite in space enables the communication between the
satellite and ground stations (users) [6]. For reliable communication, during the link budget calculations
atmospheric impairments and interference aspects have carefully to be considered [7, 8]. The communication
between the satellite and a ground station is established only when the satellite is stabilized in its own orbit. Thus,
permanent attitude control is mandatory. In terms of attitude control performance the satellite reaction wheel’s
configuration also plays an important role in providing the attitude control torques [9]. Different algorithms are
applied and active control means are generally added to assure accurate attitude stabilization, keeping the attitude
errors within permitted limits, consequently keeping the reliable communication [10, 11].

The elliptic orbit is determined by the semi-major axis which defines the size of an orbit, and the eccentricity which
defines the orbit’s shape. Orbits with no eccentricity are known as circular orbits. The elliptic orbit shaped as an
ellipse, with a maximum extension from the Earth center at the apogee ( 7, )and the minimum at the perigee (7, ) is

presented in Figure 1.

%
Satellite .

FIGURE 1. MAJOR PARAMETERS OF AN ELLIPTIC ORBIT.

The orbit’s eccentricity is defined as the ratio of difference to sum of apogee (7, ) and perigee (r, ) radii as, [4]-[5].

P /. 1
Fa+1p
Applying geometrical features of ellipse yield out the relations between semi major axis, apogee and perigee:
r,=a(l-e) 2)
r,=a(l+e) ©)
2a=r,+r, 4)

both, r, and 7, are considered from the Earth’s center. Earth’s radius is 7, = 6378 km. Then, the altitudes (highs) of

perigee and apogee are:
hp =7, — I (5)

ha =1, - rE (6)

a

Different methods are applied for satellite injection missions. Goal of these methods is to manage and control
the satellite to safely reach the low Earth orbit, and then to the transfer elliptical orbit and finally the
geosynchronous orbit [12]-[14]. The Hohmann transfer is considered as the most convenient.

The specific orbit implementation depends on satellite’s injection velocity. The orbit implementation process on the
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best way is described in terms of the cosmic velocities. Based on Kepler’s laws, considering an elliptic orbit, the
satellite’s velocity at the perigee and apogee point, respectively are expressed as [4, 5],

2 2

v, =) - (") @)
Ip Va+1p
2 2

v, = |- () ®)
Va Va+T1p

v, t, =V, I, =vrcos® 9)

u=m-G=23.986-10°4m’ | s*, G is the Earth’s gravitational constant and m is Earth’s mass, ® represents an angle

between a satellite vector + and local horizon at satellite point. For orbit with no eccentricity (e=0), apogee and
perigee distances are equal (7, =r, =r), thus orbit becomes circular with radius r and orbital velocity as [2]:

=y (10)

By definition this is called the first cosmic velocity, enabling the satellite to orbit circularly around the Earth at the
uniform velocity according to (10). If the injection velocity happens to be less than the first cosmic velocity, the
satellite follows a ballistic trajectory and falls back to the Earth [4, 5]. The second cosmic velocity is expressed as,

v, = |24 (1)

r

A spacecraft under second cosmic velocity leaves the Earth’s gravity. For injection velocity v, at perigee more than
the first cosmic velocity and less than the second cosmic velocity the orbit is elliptical with an eccentricity in
between 0 and 1. This is expressed as:

v, <V<V, (12)

O<ex<l (13)

The satellite injection point is at perigee, and the apogee distance attained in the elliptical orbit depends upon the
injection velocity. The higher is the injection velocity at perigee, the greater is the apogee distance. For the same
perigee distance r,, if under the injection velocity v, at perigee it is attained an apogee distance 7,

al’

and under
velocity v, it is attained an apogee distance 7,,, then applying (7) yields out the relationship between velocities

at perigee and respective attained distances at apogee.

r
y 1+-+
(22)2 =l (14)
v[)l 1+ _r
raZ

Coplanar Hohmann Transfer

The Hohmann coplanar transfer orbit is an elliptic orbit used to transfer between two circular orbits of different
radii in the same plane. The first (low radius) circular orbit is defined as initial and the second (high radius) is
defined as a final orbit. The orbital maneuver to perform the Hohmann transfer applies two engine impulses
(thrusts), one to move a space craft onto the transfer orbit and a second to move off it. For the coplanar Hohmann
transfer, two applied velocity impulses are confined to the orbital planes of the initial and final orbits.

The transfer from the low radius orbit to the high radius orbit is attained in three steps. The first one is the launch
of the satellite in the low Earth circular orbit (LEO). This is the initial circular orbit with radius of 7 as it is
presented in Figure 2. By the second step, the first velocity impulse (Av,) is applied at the low Earth orbit creating

an elliptic transfer orbit with perigee altitude equal of the initial circular orbit and the apogee altitude equal to the
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final circular orbit. Finally, at the third step, the second velocity impulse (Av, ) is applied at apogee of the transfer
orbit in order to attain the final orbit, respectively the geosynchronous circular orbit (GEO) with radius (7,) as

presented in Figure 2. The apogee of the transfer orbit is equal to the radius of the final orbit. Thus, the second
velocity impulse circularizes the transfer orbit at apogee. Both velocity impulses (Av, and Av, ) keep the direction

of the orbits’ motion.
2

- < >

2ay

A

Transfer orbit

4 GEO

AV,

A

FIGURE 2. HOHMANN COPLANAR TRANSFER ORBIT.

Since our goal is to calculate the thrust (impulse) velocities to be applied at LEO orbits of different radii, than
7y Iyt denote the radii of initial low Earth circular orbits. This fact causes different major axis of transfer orbits

as 2a,,2a,,...2a, . Under these considerations r, remains unchangeable and it is the radius of geosynchronous orbit
as r, =42164km.
2a,=r,+r (15)

Based on (10) will have the velocity of initial circular orbit as v, and the velocity of final circular orbit as v,. Thus,

v, depends on the LEO radius r,, and v, remains unchangeable because of r, unchangebility.

v, = [ (16)
Vin
. \/Z (17)
, ry
For elliptic orbit with perigee equal to 7, and apogee of , the velocities at perigee and apogee are:
2 2
v = [CH =) (18)
Fin Vin+rf
2 2
v = [CH) = () 19)
14 Vin+1f

v,, is in fact the velocity in the transfer orbit at initial orbit height and v, in fact is the velocity in the transfer orbit
at final orbit height. The initial velocity increment (Av,, ), to move the satellite from the initial circular orbit to the

elliptic transfer orbit, is given as the difference between velocity at perigee of transfer orbit v, and the velocity of
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the initial circular orbit v, and the as:
Avy, =V, =V, (20)

in

The final velocity increment (Av,, ), to move the satellite from elliptic transfer orbit to geosynchronous circular
orbit, is given as the difference between the velocity on the final circular v, orbit and the velocity on the apogee of

the transfer elliptical orbit v,, .

AvZn :vf -V (21)

an

av, = 2 ( 2 _ 1] (22)
Vin Vin+1f

Av, = |2 (1_ 21y J (23)
rf Vin+ 1y

Further it is defined normalized radius R, as follows,
R = \/E (24)
ry

v, = R v, (25)

Applying (18) to (21) will have,

from which one yields out

Applying (24) and (25) at (22) and (23), finally will have velocity increments to be applied at Hohmann coplanar
transfer orbit in order to attain geosynchronous orbit from different low Earth orbits, as:

2 a—
R*+1

1 (26)

AVln = vin : (

2
Av, =v. -R -(1-R - |——— 27
vZn Vm n ( n an +1) ( )

From the propellant consumption point of view, it of interest the contribution of both velocity impulses as:
Av, =Avy, AV, (28)

The eccentricity of the transfer orbit for different low Earth orbits is given as,

1-R?
e, = 2
1+R

(29)

Calculations and Results

The transfer is initiated by firing the space craft engine at low Earth orbit in order to accelerate it so that it will
follow the elliptical orbit; this adds energy to the space craft’s orbit. When the spacecraft has reached transfer orbit,
its orbital speed (and hence its orbital energy) must be increased again in order to change the elliptic orbit to the
larger circular one, respectively to geosynchronous one.

For simulation purposes five altitudes of low Earth orbits are considered as initial orbits for the Hohmann transfer,
starting from altitude of 500km up to 1300km which are typical for LEO satellites. These altitudes correspond to
initial radii of 6878km up to 7678km. For each of them it is calculated (Av,)and (Av, ) additionally (Av ). These

results are presented in Table 1 and in Figure 3.
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TABLE 1. VELOCITY IMPULSES TO BE APPLIED AT ELLIPTIC HOHMANN TRANSFER ORBIT.

n 1 2 3 4 5
h . (km) 500 700 900 1100 1300
7, (km) 6878 7078 7278 7478 7678
v, (km/s) 7.587 7.479 7.376 7.277 7.181
in 0.403 0.409 0.415 0.421 0.426
e, 0.721 0.713 0.706 0.699 0.692
AV, (km/s) 2.359 2.311 2.257 2.204 2.161
Av,, (km/s) 1.443 1.422 1.405 1.384 1.364
Av, (km/s) 3.802 3.733 3.662 3.588 3.525
4
3.5
3 -
2.5 . _ _
el — - e : -:
1.5 A [ — T r —]
1 -
—— AN 1n (=)
0.5 —E— ANV 2Zn (k=)
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FIGURE 3. VELOCITY VARIATIONS UNDER DIFFERENT INITIAL ORBIT ALTITUDES.

Figure 3, confirms that as higher is the altitude of the low initial orbit, the lower velocity impulse is needed to the
final destination orbit. Consequently less fuel is needed to be carried out on the satellite in case that the satellite
initially is injected on the higher altitude toward the final geosynchronous destination.

Conclusions

In orbital mechanics, the Hohmann transfer orbit is an elliptical orbit used to transfer between two circular orbits of
different radii. If both orbits lie in the same plane, it is known as coplanar transfer. The orbital maneuver to
perform the Hohmann transfer applies two engine impulses (thrusts), one to move a space craft onto the transfer
orbit and a second to move off it.

It is confirmed that as higher is the altitude of the low initial orbit, the lower velocity impulse is needed to the final
destination orbit. Consequently less fuel is needed to be carried out on the space craft in case that the space craft
initially is injected on the higher altitude.

Through simulation results, it is also confirmed that for different altitudes of initial orbit, the first velocity impulse
has faster decreasing gradient than the second velocity impulse.
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